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Effects of non-magnetic disorder on the critical temperature \( T_c \) of organic weak-linked layered superconductors with singlet in-plane pairing are considered. The randomness in the interlayer Josephson coupling is shown to destroy phase coherence between the layers and \( T_c \) suppresses smoothly in a large extent of the disorder strength. Nevertheless the disorder of arbitrary high strength cannot destroy completely the superconducting phase. The obtained quasi-linear decrease of the critical temperature with increasing the disorder strength is in good agreement with experimental measurements.
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Organic molecular crystals \( \kappa-(BEDT-TTF)_2X \) [abbreviated as \( \kappa-(ET)_2X \)] are in the center of attention due to their unusual normal metallic and superconducting properties [1]. The flat \( ET \) molecules in \( \kappa-(ET)_2X \) organic metals dimerize to form molecular units that stack in planes on a triangular lattice [2]. The anions \( X \), which modify from \( X = Cu[N(CN)_2]Cl \) through \( X = Cu[N(CN)_2]Br \) to \( X = Cu(NCS)_2 \), separate the planes and accept one electron from each \( BEDT-TTF \) dimer. Most of the ET-based superconductors (SCs) are strongly anisotropic quasi-two-dimensional (quasi-2D) conductors because the conductivity is approximately isotropic within the layers of the ET donor molecules but smaller by a factor of \( \sim 10^3 \) in the perpendicular direction. Measurements of the superconducting coherence lengths [3] within-\( \xi \) and perpendicular\( \xi \) to the superconducting planes in e.g. \( \kappa-(ET)_2Cu[N(CN)_2]Br \) yield \( \xi \) \( \approx 37^\prime\text{A} \) and \( \xi \) \( \approx 4\text{A} \), the latter of which is much smaller than the interlayer distance \( \sim 15\text{A} \). This fact suggests that superconductivity in the direction perpendicular to the plane may involve Josephson tunneling.

Low temperature properties of organic SCs are known to be very sensitive to disorder [4]. Alloying with anions, x-ray irradiation, or cooling rate controlled anion reorientation introduces non-magnetic randomness into the system, however leaving unchanged, to a large extent, in-plane molecular structures. Recently, effects of non-magnetic disorder on superconductivity in organic \( \kappa-(ET)_2Cu(SCN)_2 \) have been studied experimentally in Refs [5,6]. The non-magnetic disorder was introduced in these experiments via irradiation by either x-rays or photons [5,6] and via partial substitution of \( BEDT-TTF \) molecules with deuterated \( BEDT-TTF \) or BMDT-TTF molecules [6]. All disorder seems to affect the terminal ethylene group and anion bound structures. The measurements for samples with molecular substitutions show [6] that the mean free path \( l \) is longer than the in-plane coherent length \( \xi \), indicating that the superconducting planes can be considered to be in clean limit. \( T_c \) was found [5] to fall quasi-linearly with defect density, and the dependence exhibits a sharp change in slope from 0.31 to 0.15 around a threshold value of the interlayer residual resistivity \( \rho_{st} \approx 2\text{Ocm} \). The main feature of the experiments is that the samples exhibit a superconducting ground state even at the highest defect densities, and there is not a SC-normal metal phase transition in difference from quasi-1D organic \( SC \) [7] where the randomness transforms the system into a normal metallic state. In the light of the experimental data, the Abrikosov-Gor’kov’s theory [8] for non-magnetic defects in non-s-wave \( SCs \) seems to fail to explain the experimental data.

We study, in this article, effects of randomness in the Josephson coupling energy on the critical temperature of weak-linked quasi-2D SCs. Therefore, an influence of a possible in-plane molecular disorder on the superconducting properties of the system is ignored. Suppression of superconductivity in the presence of non-magnetic impurities can in general be realized by destroying either the modulus or the phase coherence of the order parameter [9, 10]. Although strong fluctuations of the order parameter phase destroy off-diagonal long-range order (ODLRO) in an isolated superconducting plane [11], the point-like topological defects of a “phase field” such as “vortex” and “antivortex” of Kosterlitz and Thouless [12] sets up a quasi-long range order in the system.

The strongly anisotropic organic SCs with in-plane singlet pairings are modeled as the regularly placed superconducting layers with Josephson-coupling between nearest-neighboring layers with classical free energy functional

\[
F_{st}(\varphi) = N_s^{(2)}(T) \sum_{j} d^4r \left\{ \frac{\Delta_{j}^2}{6m_1} \left[ \frac{\partial \varphi_j}{\partial x} \right]^2 + \left[ \frac{\partial \varphi_j}{\partial y} \right]^2 \right\} + \sum_{g=\pm 1} E_{jj} + g \int \left[ 1 - \cos (\varphi_j - \varphi_{j+g}) \right] \right\},
\]

where \( \varphi_j(r) \) denotes the phase of the order parameter \( \Delta(r) = \Delta_j \exp(i\varphi_j(r)) \), and \( N_s^{(2)}(T) \) is the surface density of superconducting electrons; \( N_s^{(2)}(T) = N_{N}^{(2)}(0) = N_{N}^{(2)} = \frac{\pi^2}{2n} \) at \( T \geq T_{s}^{(2)} \), and \( N_{N}^{(2)}(T) = T_{c}^{(2)}(T) \) with...
\[ \tau(T) = \frac{t^{(2)}_{ij} - T}{t^{(2)}_{ij}} \text{ata} T \leq T_c^{(2)}. \] The last term in Eq.(1) describes
the Josephson coupling with the energy \( E_{jg} \).

Fluctuations of the order parameter modulus can be
neglected for pure SCs far from \( T_c^{(2)} \), the mean-field
critical temperature calculated for an isolated. Therefore,
the contributions to \( F_\epsilon(\varphi) \) in Eq. (1), coming from the
modulus of the order parameter \( |\Delta| \), are omitted.

We assume the Josephson energy \( E_{jg} \) to be a random
parameter with Gaussian distribution, centered at the
mean value \( E_g \) given by

\[ P(E_{jg}) = (2\pi W^2)^{-1/2} \exp\{-E_{jg}/(2W^2)\}. \] (2)

\( W^2 \) is taken as a measure of disorder strength.

Employing the replica trick one can calculate the average
value of the order parameter \( \cos(\varphi(r)) \)

\[ \langle \cos (\varphi(r)) \rangle_{\text{av}} = \frac{1}{\sum \eta_n} \sum \eta_n \frac{\partial F^{(2)}}{\partial \eta_n} \bigg|_{\eta_n=0} \] (3)

where \( Z = \int D\varphi \exp \left(-\frac{1}{T} F_{\text{st}}(\varphi, \eta)\right) \) is the partition
function with respect to the free energy functional \( F_{\text{st}}(\varphi, \eta) \) which contains in addition to Eq.(1), the
generating field term \( \sum \eta_n \cos(\varphi_n(t)) \). The double bracket,
\( \langle \ldots \rangle_{\text{av}} \) is a shorthand notation for the double average
over thermodynamic fluctuations and over disorder.

Integration out the Gaussian random variables yields

\[ \langle \cos (\varphi(r)) \rangle = \int \frac{d\varphi}{\sqrt{2\pi}} e^{\frac{\varphi^2}{2}} \int D\varphi \cos(\varphi) e^{-F/T} \] (4)

where \( F = \frac{N^{(2)}}{2} \sum \Sigma \eta_n \left( \frac{\partial \varphi_n}{\partial x} \right)^2 + \frac{\partial \varphi_n}{\partial y} \right)^2 + \sum (E_g - \right)}{W\zeta_{l,j,g}(1 - \cos(\varphi_j - \varphi_{j+g}))} \] (5)

where \( \zeta_{l,j}(r) \) denotes a Hubbard-Stratonovich auxiliary
decoupling field. In order to clarify a character of the
saddle-point for the variable \( \zeta_{l,j}(r) \), one writes the expression(4) for \( \langle \cos(\varphi_j - \varphi_{j+g}) \rangle \) and find the saddle-point \( \zeta_{l,j,g}(r) \) as

\[ \zeta_{l,j,g}(r) = \frac{W^{(2)}_{l,j}}{T} \frac{(\cos(\varphi_{j+g} - \varphi_{j+g}) - \cos(\varphi_{j+g} - \varphi_{j+g}))}{W^{(2)}_{l,j} \langle \cos(\varphi_{j+g} - \varphi_{j+g}) \rangle} \] (6)

The expression for the effective free-energy functional at the saddle-point \( \zeta_{l,j,g}(r) \), given by Eq. (6),
becomes similar to that for a regular quasi-2D SC with
renormalized inter-layer Josephson energy,

\[ E_g \rightarrow E_g - \frac{W^2 N^{(2)}_c}{T} \frac{\langle \cos(\varphi_{j+g}) \rangle^2 - \langle \cos^2(\varphi_{j+g}) \rangle}{\langle \cos(\varphi_{j+g}) \rangle} \] (7)

Equation for \( T_c \) in quasi-2DSCs is derived from
Eq.(4) by using the self-consistent mean-field method
[13], which consists in replacing the cosine term of Eq.
(5) as

\[ \sum \eta_n E_g \cos(\varphi_j - \varphi_{j+g}) \rightarrow \eta E_g \langle \cos(\varphi) \rangle \] (7)

where \( \eta \) is the coordination number, and \( E_g \approx t^2_\perp/\varepsilon_F \) with \( t_\perp \) and \( \varepsilon_F \) being the interlayer tunneling integral and the Fermi energy. The phase correlations on the nearest
neighboring layers in this approximation is simplified by
describing it as a motion of phason in the average field of
phases with most probable value, which coincides with the
average value for a clean system \( \langle \cos(\varphi) \rangle_c = \langle \cos(\varphi) \rangle_{\text{dis}} \) [13]. For dirty system the most probable value strongly differs from the average value. Indeed, we assume that a distribution function of the order parameter
in the presence of randomness is broad and asymmetric.
This broadness and asymmetry becomes stronger around
the critical temperature due huge thermal fluctuations.
Therefore, the knowledge of the arithmetic average is
insufficient, and infinitely many moments give a contribution
to the distribution function of the order parameter
at the tail. We identify \( \langle \cos(\varphi) \rangle_c \) with the
most probable or typical value of the order parameter.
For the disordered SC we choose \( \langle \cos(\varphi) \rangle_{\text{dis}} = \langle \cos(\varphi) \rangle_{\text{dis}} - \langle \cos(\varphi) \rangle_{\text{dis}} \) resembles a change made by the
saddle-point (6) in the free-energy functional. The functional integral over the phases in Eq. (4) can not yet be evaluated, even after this simplification. Taking
however advantage of the smallness of \( E_c \langle \cos(\varphi) \rangle_c \) near \( T_c \), an expansion of the integrand of Eq. (4) in this
quantity allows to obtain the following equations for
\( \langle \cos(\varphi) \rangle_{\text{dis}} \) and \( \langle \cos(\varphi) \rangle_{\text{dis}}^2 \)

\[ \langle \cos(\varphi) \rangle_{\text{dis}} = \frac{N^{(2)}_c k_B T}{\hbar^2} \int d^2r \cos(\varphi(0)) \cos(\varphi(r)) \] (8)

\[ \langle \cos(\varphi) \rangle_{\text{dis}} = 1 + W^2/E^2_\perp \langle \cos(\varphi) \rangle_{\text{dis}}^2 \] (9)

Final equation for \( T_c \), obtained from the above
written expressions, reads

\[ 1 - \frac{W^2}{E^2_\perp} \int d^2r \cos(\varphi(0)) \cos(\varphi(r)) dr \] (10)

The phase–phase correlator in Eq. (10) is calculated in the clean limit of the 2D free energy functional,
obtained from Eq. (1) by setting \( E_{jg} = 0 \), which returns,
[9,11]

\[ \langle \cos(\varphi(0)) - \cos(\varphi(0)) \rangle_c = \begin{cases} \left( \frac{T}{T_c} \right)^{r^2/(1-T/T_c)} & r > \xi^c \\ \left[ 1 + \frac{k_B T}{2\varepsilon_F} \left( 1 - T/T_c \right) \right]^{r^2/(1-T/T_c)} & r < \xi^c \end{cases} \] (11)

Where \( \xi^c = \frac{\hbar \varepsilon_F}{k_B T} \) with in \( \gamma = c = 0.5777 \) is the in-plane coherence length. Real-space integration of the correlator (11) in Eq. (10) for the critical temperature imposes the following restriction on the critical temperature
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Repeating the procedure of derivation of Eq. (10) for the critical temperature in the case of the classical fluctuations, one reaches to

\[ T_0 = \frac{nE_J N_i^{(2)}}{k_B T} \left( 1 - \frac{\omega^2}{\epsilon^2} \right) \times \int_0^{1/2} dT \int d^2r \cos(\phi(0,0)) \cos(\phi(r, T)) \]  

(19)

The phase-phase quantum correlator for pure 2D SC is calculated to yield

\[ \langle \cos[\phi(r, T) - \phi(0,0)] \rangle = \exp \left( - \frac{k_B T}{\epsilon} \sum_{k > 0} \sum_{k' > 0} \frac{21^{1/2} \cos(k \tau - \alpha_0) \tau}{\epsilon^2 k^2 \tau^2 + \alpha^2 \lambda^2 K(\ell, k)} \right) \]  

(20)

A straightforward calculation result in

\[ \langle \cos[\phi(r, T) - \phi(0,0)] \rangle_0 = \begin{cases} \exp[-\alpha + \frac{\alpha}{(\xi^2 + \tau^2)^{1/2}}] & \beta > 1, \beta < \xi_1 \\ \left(\frac{\alpha}{\xi_1}\right)^{1-\alpha/\xi_1} & \beta < 1, \beta > \xi_1 \\ \exp[-\alpha \left(\frac{\xi_1}{\xi_1 - \tau}\right)] & \beta > 1, \beta \tau > \xi_3 \\ \left(\frac{\alpha}{\xi_1 \tau}\right)^{1-\alpha/\xi_1} & \beta > 1, r > \xi_1, \end{cases} \]  

(21)

where \( \alpha = \frac{2}{\pi \xi^2} \sqrt{\frac{m^*}{\hbar N_i^{(2)}}} \) and \( \beta = \frac{k_B T}{\hbar} \frac{\xi}{\xi_1^{1/2}} \) are the dimensionless quantum parameters. Although \( \alpha = \frac{\epsilon T_0^{1/2}}{2\pi \epsilon^{1/2}} \alpha_0 \) proportional to the dynamical parameter \( \alpha_0 = \frac{1}{4}\pi \frac{\pi}{\xi_1^{1/2}} \left(\frac{a^2}{m^*}\right)^{1/2} \), which characterizes a quantum charging effect in the system, the other parameter \( \beta = \frac{T}{\xi_1^{1/2} \alpha_0^{1/2}} \) depends inversely on \( \alpha_0 \) nevertheless the product \( \alpha \beta \) does not depend on \( \alpha_0 \). Equations (19) and (21) yield a dependence of \( T_c \) on \( E_J \) and \( W \) for two limiting cases \( \beta > 1 \) and \( \beta < 1 \). In both cases the integration of the correlator (21) over coordinates imposes the restriction \( T^* < T_c < T_0^{(2)} \) (or \( \alpha \beta > 2 \)), where \( T^* \) is defined by expression (12). For \( \beta > 1 \), which corresponds to strong charging regime, Eq. (19) after integration over \( r \) and \( \tau \) results in non-linear equation for \( t \)

\[ q \left( \frac{t}{a^2} + a \left( 1 + \frac{t^3}{1-t} \right) \exp(2\sqrt{a/t}) \right) = 1. \]  

(22)

where, \( \alpha = \frac{\epsilon T_0^{1/2} a^2}{\tau_0} \) characterizes the dynamic effects too, since \( a \propto \alpha_0^2 \). The numeric solution of Eq. (22) is given in Fig. 2 for \( a = 1,2 \) and different values of \( q_0 \). The quantum fluctuations reduce \( T_c \) considerably alter the results of the classical fluctuations regime at low temperatures and small \( E_J \), which corresponds to strong randomness or high resistivity in the \( T_c(x) \) dependence. The slope of e.g. the dashed (green) curve with \( q_0 = 0.8 \) changes from 0.54 in the interval \( 0 < x < 0.5 \) of Fig. 1 for the classic fluctuations regime to the value of 0.30 in the interval \( 0.5 < x < 1 \) of Fig. 2 for the quantum fluctuations regime, the ratio of which is 1.8 is comparable with that (-2) estimated for the experimental curve.[5]

For \( \beta > 1 \) Eq. (19) and (21) are solved in the limit of 2 < \( \alpha \beta < 8 \) yielding

\[ T_c = T^* \left( 1 + \frac{q}{T_c^*} \right) \]  

(23)

The case of \( \beta > 1 \) and \( \alpha \beta > 8 \) results in

\[ I = \frac{q^2}{T_c^*} \left( (4+1)/(1-t) \right) \]  

(24)

an approximate solution of which is given by Eq. (16). The case of \( \beta > 1 \) and \( \alpha < 1 \) corresponds to weak quantum fluctuations limit, and, therefore, the results do not depend on the dynamical parameter \( \alpha_0 \).

In this paper we report disorder effects on \( T_c \) of quasi 2D SCs with random Josephson coupling. Interplay of non-magnetic disorder with quantum phase fluctuations becomes a central factor in suppression of the superconducting phase in organic quasi-2D SCs. A randomness in the interlayer coupling energy is shown to decrease \( T_c \) quasi-linearly, nevertheless the superconducting phase does not completely vanish even at arbitrary high strength of the disorder. The present theory explains very well the recent experimental measurements given in Refs.[5,6]. We neglect in this article effects of in-plane disorder on \( T_c \) inorganic SCs. Such kind randomness results in suppression of \( T_c \) due to the Anderson localization for non-s-wave pairings, and it seems to destroy homogeneity of the order parameter modulus leading to formation of a cluster-like “superconducting island” inside the metallic phase. On the other hand the in-plane disorder may “pin” the Kosterlitz-Thouless topological defects and destroy the quasi-long range order in the system. All these effects deserve further investigation.
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The present paper is the result of complex experimental investigations of injection currents, photoconductivity, luminescent properties ( Stocks and anti-Stocks luminescence), thermoluminescence in GaS layered crystals doped by rare-earth elements: Er, Yb, Tm. The mechanisms are established by analysis of obtained results on the base of theories and models: charge transition, photoconductivity, Stocks and anti-Stocks luminescence, thermoluminescence. The parameters of photosensitive and luminescence centers; Stark structures of radiative levels of REE Er3+, Yb3+, Tm3+; trap parameters are defined.
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INTRODUCTION

Last time the influence of rare-earth elements (REE) impurities on electric, photoelectric and optic properties of different semiconductor compounds is widely investigated. These impurities increase the photosensitivity, create the photoluminescent centers in materials, that makes them perspective ones from the photoresistor and lumiphor formation point of view.

The complex current investigations limited by space charge (CLSC), photoconductivity (PhC) and photoluminescence (PhL) allows us to judge by such important trap parameters: depth of occurrence, capture factor and concentration and also to obtain the information about distribution character of local levels, to reveal the mechanism of current passing and charge accumulation in weak and strong electric fields.

The nonequilibrium electronic process problem takes especial place in general investigation complex of semiconductor properties. The investigation of these processes are very important at studying of new materials from deepening and expansion of information point of view both fundamental and applied character. Such nonequilibrium phenomena as photosensitivity, photoluminescence, photo-e.m.f. and others are in the work foundation of modern semiconductor devices. The study of such nonequilibrium phenomena in GaS from A1B11 group activated by REE presents the scientific and practice interest.

The development of semiconductor electronics stimulates the search of semiconductor materials with wide application possibilities. The favorable combination of series of electric, photoelectric, luminescent and optic properties of wide-band semiconductors of GaS type makes them perspective materials for formation of different semiconductor devices on their base, for them the single crystal obtaining technology is well developed, they have transparency in wide spectral interval. This position stimulates the intensive structure investigation of luminescent centers and physicochemical conditions of their formation in crystals of GaS type.

The interest to semiconductors with wide forbidden band (2.5–4.0 eV) is caused by whole series of tasks appeared before semiconductor technology. The formation of semiconductor devices working at high temperatures and big work voltages, and also are able to register and generate both visible and infrared radiation, can be related to such tasks.

The investigation results of current passing, photoconductivity, Stocks and anti-Stocks radiations and thermoluminescence of GaS single crystal, activated by REE: Er, Yb, Tm are given in the present work.

EXPERIMENT TECHNIQUE

The synthesis technology of GaS compound activated by REE (Er, Yb, Tm) and single crystal growing of this material with the given REE and also device for investigation of electric and luminescent properties (photo- and thermoluminescence) of obtained single crystals are described.

GaS compound is the solid substance of light-yellow color, melts without decomposition at 1015°C [1]. This compound is the phase of constant composition, is more stable on air in comparison with other gallium sulfides (for example, Ga2S3) [2].

GaS compound doped by REE (Er, Yb, Tm) is synthesized by alloying of corresponding components taken in stoichiometric relations. The gallium by B-4 (99.999%) type and sulfur by B-4 (99.999%) are used as original materials.

The impurities of erbium, ytterbium and thulium are introduced in blend before synthesis. All single crystals obtained by us are grown at slow ingot cooling at constant temperature gradient by modified Bridgman method and they have p-type conductivity with specific resistance 107–1011 Ohm-cm at room temperature. The gallium sulfide is the layered semiconductor that allows us to obtain very thin monocrystalline samples with native mirror faces by cleavage method not requiring the special treatment.

The samples are prepared by the cleavage from big ingots for measurements of electric properties. The ohmic contacts are prepared by alloying or evaporation in indium vacuum on opposite, perpendicular c axis, mirror surfaces.

The photoluminescence is investigated on SDL-1 and HR-460 (Jobin-Ivon Spectrometer HR 460) devices. The helium-cadmium laser (λexc = 441.6 nm) and impulse nitrogen laser (Laser Photonics LN 1000, impulse energy...
is 1.4 mJ, impulse duration is 0.6 ns) are the sources of excitation. The radiation of reconstructed continuous titanium-sapphire laser of power up to 1000 mW is used for excitation on wave length $\lambda=$980 nm.

At photoluminescence investigation the photoelectronic multipliers FEM - 39 and FEM - 62 are used on SDL-1. At impulse excitation the signal from FEM is given on integrator PAR-160, and then the signal is given from integrator to automatic recorder CSP-4.

RESULTS AND THEIR DISCUSSION

The ohmic, quadratic law sections and current strong increase region are observed on VAC of many investigated GAS crystals of activated REE (Er, Yb, Tm) (fig.1). Besides these regions in GaS:Er crystals(fig.1a) between quadratic region and strong current increase one the cubic section is observed on VAC and in GaS:Tm the section of three-two ($J\sim U^{3/2}$) (fig.1d) is observed.

**Fig. 1.** VAC of GaS single crystals: Er (fig.1a), GaS: Er, Yb (fig.1b), GaS: 0.1 at.% Tm, 0.1 at.% Yb (fig.1c) at different temperature and GaS (1), GaS: 0.1 at.% Yb (2), GaS: 0.1 at.% Tm (3) at 297 K (fig.1d).
The presence the quadratic law section on VAC and condition $J \sim L^2$, $U_{LTF} \sim L^2$, $\Theta = \frac{n_e}{n_t} \ll 1$ (where $J$ is current density in quadratic law region VAC, $L$ is distance between electrodes, $U_{LTF}$ is voltage value corresponding to trap filling, $\Theta$ is capture factor, $n_0$ is concentration of free charge carriers, $n_t$ is concentration of captured charge carriers), and also the presence of residual charge after electric field influence from non-linear VAC region show that charge carrier transfer in strong electric field region for single crystals GaS doped by Yb, Er, Tm is caused by monopolar injection (in GaS crystals: Er up to definite values of electric fields ($J \sim L^2$)).

The presence of cubic section in GaS single crystals doped by Er shows on the fact that current passing mechanism at high excitation levels is caused by double injection and current density for this region is expressed by following formula (current dielectric mode) [3]:

$$j = \frac{125}{18} \varepsilon_0 \mu_e \mu_p \tau \frac{V^3}{L^2},$$  \hspace{1cm} (1)

where $\varepsilon$ is dielectric constant, $\varepsilon_0$ is electric constant, $\mu_e$ and $\mu_p$ are motilities of electrons and holes correspondingly, $\tau$ is life time of free charge carriers. At conclusion (1) it is predicted that $\tau$ doesn’t depend on injection level.

The life time of charge carriers calculated by formula (1) is 1.1$\mu$s.

The cubic section is revealed in fields $\sim 5 \cdot 10^3$ V/cm and beginning from fields $2 \cdot 10^4$ V/cm and higher, the cubic law is destroyed and the rapid current increase region begins. The presence of cubic section between quadratic law and rapid current increase shows that at definite injection levels the charge carrier transfer isn’t limited by monopolar injection and the charge carrier capture process changes with injection level increase. This change influences on charge carrier life-time that changes the recombination kinetics. The space charge on recombination levels changes with capture change. If concentration of deep levels is small in the comparison with charge carrier concentration then at above mentioned conditions and without existence of negative resistance the double injection can take place. The temperature dependence results of capture factor and electric conduction are presented on fig.2.a,b.

![Figure 2](image-url)

*Fig. 2. a is the capture factor calculated from quadratic law region VAC for GaS single crystals doped by different erbium concentrations (at.%): 1-0.01; 2-0.5; 3-0.1; b is temperature dependence of electric conduction for GaS single crystals doped by different erbium concentrations (at.%) 1-0.01; 2-0.1; 3-0.5.*
The capture parameters in GaS single crystals defined on the base of experimental data obtained from measurements of electric conduction temperature dependence, injection currents, are presented in the table 1.

Table 1.

<table>
<thead>
<tr>
<th>Trap parameters</th>
<th>Trap occurrence depth, eV</th>
<th>Trap concentration, cm$^{-3}$</th>
<th>Capture factor, $\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Materials</td>
<td>$V_{AC}$</td>
<td>$\sigma(T)$</td>
<td>$\theta(T)$</td>
</tr>
<tr>
<td>GaS</td>
<td>0.61</td>
<td>$2.40 \times 10^{13}$</td>
<td>$9.29 \times 10^{-4}$</td>
</tr>
<tr>
<td>GaS: 0.1 ar. % Tm</td>
<td>0.66</td>
<td>$2.47 \times 10^{14}$</td>
<td>$2.95 \times 10^{-4}$</td>
</tr>
<tr>
<td>GaS: 0.01 ar. % Er</td>
<td>0.64</td>
<td>$9.23 \times 10^{12}$</td>
<td>$3.06 \times 10^{-4}$</td>
</tr>
<tr>
<td>GaS: 0.1 ar. % Er</td>
<td>0.78, 0.73, 0.62</td>
<td>$3.97 \times 10^{14}$</td>
<td>$5.19 \times 10^{-5}$</td>
</tr>
<tr>
<td>GaS: 0.1 ar. % Er</td>
<td>0.76, 0.80, 0.68, 0.52</td>
<td>$2.1 \times 10^{12}$</td>
<td>$2.04 \times 10^{-5}$</td>
</tr>
<tr>
<td>GaS: 0.5 ar. % Er</td>
<td>0.79, 0.80, 0.43</td>
<td>$5.1 \times 10^{12}$</td>
<td>$2.13 \times 10^{-6}$</td>
</tr>
<tr>
<td>GaS: 0.01 ar. % Yb, 0.03 ar. % Er</td>
<td>0.61, 0.79, 0.82</td>
<td>$5.8 \times 10^{12}$</td>
<td>$2.63 \times 10^{-3}$</td>
</tr>
<tr>
<td>GaS: 0.01 ar. % Yb, 0.1 ar. % Yb</td>
<td>0.80, 0.62, 0.58</td>
<td>$3.25 \times 10^{13}$</td>
<td>$6.36 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

The maximum at 470 nm and weak maximums in impurity absorption region at 550, 630 and 800 nm are revealed in spectra of PhC single crystals GaS doped by ytterbium (fig.3).

![Fig. 3. The spectral distribution of photoconductivity of GaS single crystals: Yb at 77K (curve1) and 293 K (curve 2).](image)

![Fig. 4. The spectral distribution of photoconductivity GaS: 0.01 at. % Yb, 0.03 at. % Er at 95 K and at different voltages.](image)
The peaks of photoconductivity are observed at relative high temperatures (250-300K). The temperature dependence of impurity photoconductivity in single crystals GaS doped by ytterbium, has the activation character, i.e. the impurity conduction at high temperatures is caused by thermo-optical electron transitions on acceptor levels and further their transfer in conduction band.

In GaS single crystals: Yb, Er at 95K PhC spectrum the one branch at 463nm is observed, one intensive maximum at wave length 486nm and relative weak maximum at 543nm are observed (fig.4). The photo-current increase with voltage increase applied to samples. The photo-current increases with temperature increase up to 200K and further temperature increase leads to its decrease. The spectrum maximums shift to long-wave region with temperature increase (fig.5).

The short-wave –branch observable on curve of photo-current spectral distribution at 463nm is connected with band-to-band transfers and exciton photo-active decay, i.e. with eigen photoconductivity. The second intensive maximum with wave length 503nm at 300K is possibly connected with photo-active decay of indirect excitons [4,5].

The photo-current in photosensitivity wide band region with maximum at 543nm strongly depends on impurity content Yb, Er in GaS: the photo-current in this spectrum region increase with increase of component percent composition of REE couple from 0.01 up to 0.1at%, and further impurity increase leads to photosensitivity decrease. Such impurity maximum in PhC spectra is observed in work [6-8] where it is established that sulfur vacancies in GaS crystals form the acceptor level with ionization energy 0.25eV and are the reason of p-type conduction. Unlike GaS crystals activated by Yb photo-current temperature dependence $\lg I_{ph} \sim 10^2/T$ GaS: Yb, Er has the peculiarity which is that eigen photoconductivity with temperature increase increases and photo-current firstly increases up to definite temperature (95÷200 K) and further decreases in interval 200÷300 K in GaS single crystals activated by REE couple Yb and Er. Probably, this is connected with formation of new s-centers of rapid recombination in forbidden band which activate after definite temperature that leads to photo-current damping. From temperature photo-current dependence constructed in $\lg I_{ph} \sim 10^2/T$ coordinates the activation energies of r- and s-centers of recombination are defined: 0.2 eV and 0.8 eV, correspondingly (fig.7).

The bands caused by edge emissions, narrow emission bands overlapping the wave length region 500÷1650 nm caused by ion intra-central transitions Er$^{3+}$, Yb$^{3+}$ and Tm$^{3+}$ are observed in GaS single crystals activated REE (Er, Yb, Tm) on PhL spectrum. The positions of Stark components of REE levels for radiation centers giving the most contribution in luminescence intensity in GaS single crystal are defined on the base of experimental investigations of luminescence spectra, luminescence kinetics.

**Fig.5.** Temperature dependence of photoconductivity in GaS single crystal:0.15 at.% Yb.

**Fig.6.** The spectral distribution of photoconductivity GaS: 0.01 at. % Yb, 0.03 at. % Er at 150 V and different temperatures (K): 1– 95, 2– 160, 3– 200, 4– 300.
In GaS single crystals: Tm in PhL spectra besides edge emission in temperature interval 77÷300 K in wave length region 685÷1550 nm, the series of narrow bands caused by intra-central f-f transitions of Tm$^{3+}$ ($^4F_{9/2} \rightarrow ^4H_9$, $^4F_{9/2} \rightarrow ^4H_9$, $^4F_{9/2} \rightarrow ^4H_9$, $^4F_{9/2} \rightarrow ^4F_{9/2}$) ion is observed (fig.8); in GaS single crystals: narrow bands caused by intra-central transfers of Er$^{3+}$ ($^4S_{3/2} \rightarrow ^4I_{15/2}$) ion are observed in wave length region Er (fig.9) and in GaS single crystals: Yb in wave length region 980÷1050 nm the narrow bands caused by intra-central transfers of Yb$^{3+}$ ($^4F_{9/2} \rightarrow ^4F_{13/2}$) ion are observed (fig.10).

The analysis of luminescence spectra Tm in GaS (fig.8) shows that emission takes place simultaneously from several Stark components of the one and the same level. This fact is used at definition of Stark structure of Tm$^{3+}$ ion levels in GaS. The total disappearance of line 1240nm in $^3H_5 \rightarrow ^3H_6$ transition with temperature increase from 77 up to 300K says about the fact that this line is caused by the lowest Stark component of $^3H_5$ level. The spectra on which the intensity decrease of line 1500nm is observed and increase of one of 1413nm transition $^3H_4 \rightarrow ^3F_4$ with temperature increase from 77 up to 300K, allows us to define two low Stark components of $^3F_4$ level in GaS.
The luminescence kinetics at intra-band excitation of Tm$^{3+}$ ions at 77K connected with $^3F_4 \rightarrow ^5H_6$ transfers has the exponential character (fig.11) and lifetime of excited states of $^3F_4$ and $^3H_4$ are ~20 and 100µsec, correspondingly. The luminescence damping connected with $^2F_{5/2} \rightarrow ^2F_{7/2}$ transfer of Yb$^{3+}$ ion in GaS (fig.11) also has the exponential character and lifetime of excited state $^2F_{7/2}$ is ~140µsec in temperature region 77-270K (fig.12).

The kinetics of $^2S_{3/2} \rightarrow ^4I_{15/2}$ transfer decay of Er$^{3+}$ in GaS single crystals: Er takes place on exponential law. In GaS: Er life-time of excited level $^4S_{3/2}$ Er$^{3+}$ at 77K is 2µsec (fig.13).

Fig. 9. PhL spectra of GaS single crystals: Er$^{3+}$ (0.1 at. %) at $\lambda_{exc}=337.1$ nm (a) and at $\lambda_{exc}=976$ nm (b) and T= 300 K.

Fig. 10. PhL spectra of GaS: 0.15 at. % Yb$^{3+}$ at $\lambda_{exc}=441.6$ nm: 1– 77 K, 2– 293 K.

Fig. 11. The decay kinetics of excited states $^3F_4$ (1) and $^3H_4$ (2) in GaS: Tm at excitation in conduction band ($\lambda_{ex}=353$ nm, T= 77 K).

Fig. 12. The decay splot of excited states 1– $^4S_{3/2}$ Er$^{3+}$ in GaS single crystals: Er at excitation by short light impulse with wave length $\lambda=0.53$ µm.
Fig. 13. The damping kinetics of PhL Yb$^{3+}$ in GaS: 0.15 at.% at different temperatures (K): 1– 77, 2– 170, 3– 270.

Fig. 14. PhL spectra of GaS single crystals: Er, Yb (by 0.1 at. % each) at $\lambda_{\text{exc}} = 337.1$ nm and $T = 300$ K.

The photoluminescence spectrum of GaS: Er$^{3+}$, Yb$^{3+}$ at $\lambda_{\text{exc}} = 337.1$ nm (fig.14) has the more wide of wave length. Unlike spectrum PhL of GaS: Er$^{3+}$ in GaS spectrum: Er$^{3+}$, Yb$^{3+}$ (on 0.1 at. % each) the narrow band intensity in region 650-900nm increases and the new-narrow-band emission consisting of some overlapping intensive narrow bands appears in region 900-1100nm. The narrow-band emission in 650-900 nm region is connected with intracentered transfers $^4S_{3/2} \rightarrow ^2I_{15/2}$ (525-600 nm), $^4F_{9/2} \rightarrow ^2I_{15/2}$ (640-700 nm), $^4I_{9/2} \rightarrow ^2I_{15/2}$ (700-800 nm), $^2H_{11/2} \rightarrow ^2I_{13/2}$ (800-850 nm), $^4S_{3/2} \rightarrow ^2I_{13/2}$ (850–900 nm) of Er$^{3+}$ ion.

The emission intensity increase of PhL narrow bands in region of wave length 650-900nm and appearance of new intensive narrow bands in 900-1050nm in emission spectrum GaS: Er$^{3+}$ and Yb$^{3+}$ are probably connected with introduction of Yb$^{3+}$ ion in these crystals. It is known that Er$^{3+}$ and Yb$^{3+}$ have the resonance excited $^2F_{5/2}$ to $^4I_{11/2}$ levels correspondingly and РЗИ in GaS single crystals excite through fundamental absorption bands and exciton states. That’s why the energy transformation from excited level $^2F_{5/2}$ of Yb$^{3+}$ ion to excited level $^4I_{11/2}$ of Er$^{3+}$ ion is possible, i.e. Yb$^{3+}$ ions play the sensibilizer role of Er$^{3+}$ luminescence.

At excitation of GaS single crystal: Er$^{3+}$ (0.1 at. %) at 300 K by IR radiation ($\lambda_{\text{exc}} = 976$ nm) the anti- Stocks luminescence and Stocks one are observed (fig.15). The anti-Stokes luminescence has the spectral region 475—575 nm and consists of four narrow bands. The first narrow intensive band ($\lambda = 489$ nm) overlaps with less intensive second band ($\lambda = 495$ nm), third ($\lambda = 529$ nm) and fourth ($\lambda = 549.7$ nm) bands are divided and each of them also consists of two bands. Stocks luminescence has the wave length range 1425—1625 nm.

At GaS crystal excitation: Er$^{3+}$, Yb$^{3+}$ by IR radiation ($\lambda_{\text{exc}} = 976$ nm) the anti-Stokes luminescence in spectral region 500-600 nm in the form of two narrow peaks is observed: at 527 and 549 nm, and in nearest IR-region (1450–1650 nm) the narrow-band Stocks luminescence is observed (fig.16). The intensity of anti-Stokes luminescence is essentially less than intensity of Stocks one.
The dependences of anti-Stocks and Stocks luminescence on power of excited IR radiation ($\lambda_{\text{exc}} = 976$ nm) in GaS: Er$^{3+}$ and GaS: Er$^{3+}$, Yb$^{3+}$ are investigated for revealing of anti-Stocks luminescence (fig.17).

At increase of excited IR radiation the almost quadratic law intensity growth of anti-Stocks luminescence shows what takes place the consistent absorption of two photons by Er$^{3+}$ one ion (fig.18).

At GaS crystal excitation: Er$^{3+}$, Yb$^{3+}$ (fig.19) by laser IR radiation ($\lambda_{\text{exc}} = 976$ nm) the electron passes from the main level $^2F_{7/2}$ on excited one $^2F_{5/2}$ of Yb$^{3+}$ ion (transition 1), being on distance ~10000 cm$^{-1}$, further the energy transfer from $^2F_{5/2}$ to excited one $^4I_{15/2}$ of Er$^{3+}$ ion (transition 2).

As a result of this transition Er$^{3+}$ ion receiving the energy, passes to higher level $^4F_{7/2}$ (transition 3) and after thermal relaxation the transition $^4S_{3/2} \rightarrow ^4I_{15/2}$ (transition 4) is carried out with emission in 550nm region. Simultaneously, the thermal relaxation from level $^4I_{15/2}$ on the level $^4I_{15/2}$ (transition 5), further the transition $^4I_{15/2} \rightarrow ^4I_{15/2}$ (transition 6) 1550nm. (The supposed scheme of energy transformation from Yb$^{3+}$ to Er$^{3+}$ at excitation by titanium-sapphire laser ($\lambda_{\text{exc}} = 976$ nm) is presented on fig.19).

The thermoluminescence spectrums of GaS single crystals: Yb is investigated at heat velocities $\beta=0.67$ K/c, 1.96 K/c (fig. 20). The thermoluminescence GaS spectrum: Yb presents itself the wide band having the temperature region 100÷440 K and consisting from five overlapping bands with maximums near 140, 164, 204, 306 and 376 K. The band intensity increases with increase of heat velocity. The band half-widths are equal to 26, 33, 69, 50 and 50 K correspondingly. The low-temperature part of first band has the big length ($T_m - T_1 > T_2 - T_m$) than high-temperature one. This corresponds to kinetics of first order (fig.20).
Fig. 17. The dependences of intensity of anti-Stocks (1), Stocks (2) luminescence of GaS: Er$^{3+}$ and intensity of Stocks luminescence GaS: Er$^{3+}$, Yb$^{3+}$ (3) on power of excited IR- radiation.

Fig. 18. The scheme of IR radiation transformation ($\lambda_{\text{exc}}=976$ nm) into visible ($\lambda=550$nm).

Fig. 19. The scheme of energy transformation from Yb$^{3+}$ ion to Er$^{3+}$ ion in GaS: Er$^{3+}$, Yb$^{3+}$ at $\lambda_{\text{exc}} = 976$ nm.

Fig. 20. The spectrum of thermoluminescence of GaS single crystals: at different heat velocities (K/c): 1-0,67; 2-1,96.
The length of rest four bands of high-temperature region is bigger than low-temperature one, i.e. for them the kinetics condition of second order \((T_m-T_1<T_2-T_m)\) is carried out. The investigation results of TL are analyzed on the base of theories and models developed in works [9-12], the electron trap parameters are defined GaS: Yb, such as activation energy \((E_t=0.30; 0.35; 0.43; 0.65\) and \(0.81\) eV), frequency factors \((S=1.3\cdot10^{13}; 4.9\cdot10^{11}; 2.6\cdot10^9; 1.4\cdot10^8\) and \(1.8\cdot10^{11}\) sec\(^{-1}\)).
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In this work, the effect of desmosterol on model membrane consisting of DPPC phospholipid was investigated for the first time, by using FTIR spectroscopy technique by being analysed C-H stretching, C=O stretching, $\text{PO}_2^-$ antisymmetric stretching modes. The result of FTIR studies shows that the addition of desmosterol at low concentration (3 mol %) into pure DPPC liposomes increases the order and decreases the dynamics in the gel phase, whereas high concentration of desmosterol (30 mol %) decreases the order and increases the dynamics of membrane in the gel phase. In the liquid crystalline phase, low desmosterol concentration (3 mol %) has a negligible effect in the order and causes a decrease in the dynamics of DPPC membrane, while high desmosterol concentration (30 mol %) induces an increase in the order and the dynamics of DPPC membrane. When frequency values of C=O stretching and $\text{PO}_2^-$ antisymmetric stretching band are investigated, we observe that these frequency values decrease with the addition of desmosterol concentrations. This result indicates hydrogen bonding in between the hydroxyl group of desmosterol and carbonyl group and head groups of phospholipids.
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1. INTRODUCTION

Desmosterol, a primary biosynthetic precursor of cholesterol in the Bloch pathway of cholesterol biosynthesis, varies from cholesterol merely in a double bond at the 24th position in the flexible alkyl side chain [1]. The chemical structure of it is shown Fig. 1.

![Chemical structure of desmosterol](Fig. 1)

Desmosterol consists of only trace quantities in most tissues, however it is an important component in spermatozoa, developing brain and accumulates during myotonia [2]. Desmosterol has also medical interest because there are various scarce and severe disorders including desmosterolosis, a rare humane disease induced by the body's inability to transform desmosterol into cholesterol [3]. Desmosterolosis is an autosomal, recessive congenital disease and is characterized by multiple anomalies. It is induced by mutations in 3β-hydroxy-steroid-A24-reductase (DHCR24), an enzyme required in the final step of the Bloch pathway of cholesterol biosynthesis. Desmosterolosis is clinically diagnosed with increased levels of desmosterol and reduced levels of cholesterol in plasma, cells and tissues. This disease is characterized by different facial anomalies, underdeveloped genital organs and abnormalities in brain development and function, causing serious developmental and neurological dysfunctions [1]. Eventhough desmosterol is of many same functions as cholesterol in the structure, dynamics and other biophysical functions of membrane, only little is known about the physicochemical properties of desmosterol including bilayer membranes [4,5]. In the literature, the studies on the interaction of desmosterol with membranes at molecular level [5,6] are very limited. These NMR, EPR, fluorescence spectroscopy, steady-state DPH fluorescence polarization studies used 1-palmitoyl-d$_{31}$-2-oleoyl-sn-glycero-3-phosphocholine (POPC-d$_{31}$), spin-labeled lipids 1-palmitoyl-2-(5-doxylstearoyl)-sn-glycero-3-phosphocholine (C5-SL-PC) and 1-palmitoyl-2-(16-doxylstearoyl)-sn-glycero-3-phosphocholine (C16-SL-PC, 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), sphyngomyelin (SPM), dioleoylphosphatidylcholine (DOPC) and dipalmitoylphosphatidylcholine (DPPC) model membranes in the form of multimamellar vesicles (MLV) and large unilamellar vesicles (LUV). They mainly reported the effect of desmosterol on membrane order, which were not always consistent with each other. In order to better understand the effect of desmosterol on biological membranes at molecular level, it is important to study its interaction with membrane components and specifically with lipids. The lipid having the largest body of experimental structural data is dipalmitoyl phosphatidylcholine (DPPC) (Fig. 2), which composes of two satuared 16-carbon fatty acid chains connected by a glycerol backbone with a zwitterionic headgroup [7].

![Chemical structure of DPPC](Fig. 2)

Various experimental and computational studies have focused on model systems consisting of a single lipid like DPPC. These studies of simplified systems have been essential and have enhanced our understanding of the properties of biological membranes [9].

In the present study, we have investigated in detail the interaction of desmosterol with dipalmitoyl phosphatidylcholine (DPPC) model membrane using Fourier transform infrared (FTIR) spectroscopy. FTIR spectroscopy was used to monitor subtle changes in the structure and function of the lipid assemblies by analyzing
the frequency, the bandwidth changes of the different vibrational modes representing the acyl chains, interfacial region and the head group region of lipid molecules. For this reason, in addition to membrane dynamics, this techniques allowed us to obtain structural properties of binary mixtures of desmosterol and phospholipid membranes such as lipid phase behaviour, membrane acyl chain order, hydration state of head group and glycerol backbone region [10].

2. MATERIALS AND METHODS

Desmosterol and DPPC were purchased from Sigma (St. Louis, MO, USA) and used without further purification.

For the infrared measurements, pure phospholipid MLVs were prepared according to the procedure, reported by Severcan et al. [10]. To prepare DPPC MLVs, 5 mg of phospholipid was dissolved in chloroform in a round-bottomed flask. A dried lipid film was obtained by evaporating it with a nitrogen flux and then pumping it for at least 2 h under vacuum by using Heto spin vac. The film was hydrated by adding 25 μl of 10 mM phosphate buffer, pH 7.4. Liposomes were formed by vortexing the film was hydrated by adding 25 μl of 10 mM phosphate buffer, pH 7.4. Liposomes were formed by vortexing the film. The excess chloroform was evaporated by nitrogen stream and then 5 mg of DPPC was added and dissolved in the same round-bottomed flask by chloroform. The same procedure for the preparation of pure DPPC liposomes was then followed. Sample suspensions of 20 μl were placed between CaF₂ windows with the cell thickness of 12 μm. Infrared spectra were obtained using a Spectrum 1 Perkin-Elmer FTIR spectrometer equipped with a DTGS detector. Interferograms were averaged for 50 scans at 2 cm⁻¹ resolution. Temperature was regulated by a Graceby Specac digital temperature controller unit. The samples were incubated for 10 min at each temperature before data acquisition. Samples were scanned between 20 and 47 °C with 2 °C intervals, and between 50 and 70 °C with 5 °C intervals.

3. RESULTS

The infrared spectra of DPPC MLVs, both pure and containing different concentrations of desmosterol (3 mol% and 30 mol%), were investigated as a function of temperature. The C-H stretching modes at 2800-3000 cm⁻¹, C=O stretching mode at 1735 cm⁻¹ and the P=O antisymmetric stretching double bands at 1220-1240 cm⁻¹ were considered. All experiments were repeated three times and similar trend was observed at each repeat.

Various kinds of information can be derived from these bands. Frequency shifts in different regions or changes in the widths of corresponding peaks can be used to extract information about various physicochemical processes taking place in the systems. For example, the frequencies of the CH₂ stretching bands of acyl chains depend on the degree of conformational disorder and hence the frequency values can be used to monitor the average trans/gauche isomerization in the systems. The shifts to higher wavenumbers correspond to an increase in number of gauche conformers. Furthermore the bandwidths of the CH₂ stretching bands give dynamic information about the system [10,11].

Fig. 3 shows the temperature dependence of the frequency of the CH₂ antisymmetric stretching bands of DPPC MLVs in the presence and absence of different concentrations of desmosterol. In the curve of DPPC MLVs, the frequency values at temperatures below 32 °C are characteristic of conformationally highly ordered acyl chains with a high content of trans isomers as found in solid hydrocarbons, whereas, the values at temperatures above 42 °C are characteristic of conformationally disordered acyl chains with a high content of gauche conformers as found in liquid hydrocarbons. The pretransition occurs around 35 °C [12]. The abrupt shift in the peak frequency of the CH₂ stretching modes of DPPC, which takes place during the main endothermic phase transition (41 °C), has been associated with the change from all trans to gauche conformers [12].

As seen from the figure, as the desmosterol concentration increases in the DPPC MLVs, the main phase transition temperature gradually shifts to lower values without affecting the general shape of the transition profile. In the gel phase, the addition of low concentration of desmosterol (3 mol%) into DPPC MLVs results in a decrease in the frequency, which indicates an increase in the number of trans conformers. The increase in the number of trans conformers implies an increase in the order of the bilayer [12-15]. Inclusion of high concentration of desmosterol (30 mol%) increases the frequency, which indicates an increase in the number of gauche conformers. The increase in the number of gauche conformers implies a decrease in the order of bilayer [15,16]. In the liquid crystalline phase, no significant change is observed in frequency values of the CH₂ stretching band with the addition of low concentration of desmosterol (3 mol%). This indicates that desmosterol has a negligible effect on the order of DPPC MLVs in the liquid crystalline phase. The incorporation of higher concentration of desmosterol molecules into the DPPC multibilayers induces a shift of the frequency to the lower values which implies an increase in the order of membrane.

Fig. 4 shows the temperature dependence of the bandwidth of the CH₂ antisymmetric stretching band of DPPC MLVs in the absence and presence of different desmosterol concentrations. Bandwidth was measured at 0.75x peak height position. The variation of the bandwidth gives information about the dynamics of the system. An increase in bandwidth is the indication of an increase in dynamics [12,16]. As seen from the figure, the bandwidth decreases both in the gel and the liquid crystalline phase with the addition of low concentration of desmosterol (3 mol%). This indicates that desmosterol has a negligible effect on the order of DPPC MLVs in the liquid crystalline phase. The incorporation of higher concentration of desmosterol molecules into the DPPC multibilayers induces a shift of the frequency to the lower values which implies an increase in the order of membrane.

One of the most useful infrared band for probing the polar part of the membrane is that of band due to the ester group vibrations at the 1730 cm⁻¹ (C=O stretching).
Fig. 3. Temperature dependent variation in the frequency of the CH$_2$ antisymmetric stretching modes of DPPC MLVs in the presence and absence of different concentrations of desmosterol.

Fig. 4. Temperature dependence of the bandwidth of the CH$_2$ antisymmetric stretching modes of DPPC MLVs in the presence and absence of different concentrations of desmosterol.

Fig. 5. Temperature dependence of the frequency of the C=O stretching mode of DPPC MLVs in the presence and absence of desmosterol.

Fig. 6. The temperature dependence of the PO$_2^-$ antisymmetric double bond stretching mode frequencies of DPPC liposomes in the presence and absence of desmosterol.
Temperature dependence of the frequency of the C=O stretching modes of DPPC multibilayers in the absence and presence desmosterol is shown in Fig. 5. As seen from the figure, a dramatic decrease in the frequency, in comparison to that of pure DPPC, is observed in the presence of desmosterol, both in the gel and liquid crystalline phase, which indicates that desmosterol increases the strength of hydrogen bonding around this functional group.

The other band for probing directly the head group of DPPC is the \( \text{PO}_2^- \) antisymmetric double stretching band, which is located at 1260 cm\(^{-1}\). As seen from Fig. 6, the frequency of this band also shifts to lower values with the addition of high concentration of desmosterol (30 mol\%) into DPPC MLVs, which indicates hydrogen bonding in between phosphate group of DPPC and desmosterol or water molecules [13]. The incorporation of lower concentration of desmosterol (3 mol\%) into the DPPC multibilayers induces a shift of the frequency to the higher values, which shows that low desmosterol concentration causes dehydration in the head group of phospholipids.

4. DISCUSSION

The structure-function relations of sterols in biological membranes are quite wondered and are not still clearly understood. Furthermore, because of contradictory results in the literature, the effect of sterol structures on physical properties of membrane is not still obvious. The application of different physical techniques in sterol/lipid systems increases the diversity of the results obtained and it is also provided more detailed interpretations on the effects of the chemical structure of sterol on the structure and thermic phase features of membrane. The investigation of interactions in between sterols and neighbour phospholipid molecules is important in understanding of the features of sterols in biological membranes and of the roles of this type of interactions in many disease.

In the present study, we investigated for the first time the effect of desmosterol on the lipid phase transition, order and dynamics and hydration states of head group of zwitterionic DPPC MLVs as a function of temperature and desmosterol concentration by using FTIR spectroscopy technique. We examined the effect of desmosterol on hydrophilic part of membrane by analyzing C=O stretching band and \( \text{PO}_2^- \) antisymmetric stretching band and on hydrophobic part of membrane by analyzing C-H stretching region. We were particularly careful in distinguishing between structural parameters describing molecular order and motion parameters such as bandwidth describing molecular dynamics as suggested by others [19].

As a result of our FTIR studies, the addition of desmosterol into pure DPPC liposomes eliminates the pretransition and shifts the main transition to lower temperatures and then abolishes the main transition at high concentration of desmosterol. One of the structurally closest relatives of cholesterol in the Bloch pathway is its primary precursor desmosterol. The merely distinction between cholesterol and desmosterol is an extra double bond between carbon atoms 24 and 25 in the tail of desmosterol [6]. It is also well known from the literature that in the liquid-crystalline phase, the addition of cholesterol reduces the area per molecule in lipid monolayers, increases the orientational order of lipid acyl chains in lipid bilayers, and decreases the passive permeability of lipid bilayers. The opposite effects are observed when cholesterol is added to lipid systems in the gel phase [20]. In the absence of cholesterol, saturated lipids, such as DPPC, generally display a number of different thermodynamic phase transitions. The main phase transition takes the lipid bilayer from the gel to the liquid-crystalline phase, with increasing temperature [20]. At temperatures below the phospholipid phase transition temperature, cholesterol molecules interfere with the tight packing of the phospholipids molecules that is required for gel formation, giving rise to the fluidizing effect. An opposite effect is observed at temperatures above the phase transition temperature of the phospholipid. Thus, cholesterol has a dual effect of decreasing membrane fluidity at high temperatures and doing the opposite at low temperatures [21]. In our study, we observed the effect of desmosterol on model membranes that is similar with cholesterol mentioned in the literature. While the addition of 30 mol\% desmosterol into DPPC liposomes decreases the order of DPPC membrane in gel phase, it increases the membrane order in the liquid crystalline phase. Serfis et al., which is in agreement with our study [22], investigated the interactions of cholesterol, desmosterol and 7-dehydrocholesterol (7DHC) at different concentrations (10 mol\%, 20 mol\% and 30 mol\%) with egg PC monolayers at 37 °C by using Langmuir monolayer technique and found that the addition of desmosterol into PC monolayers causes an alteration in the molecular area and also at high desmosterol concentrations the alteration in the molecular area is higher. This alteration in the molecular area giving rise to desmosterol revealed that desmosterol induces a condensation effect into PC monolayers. These results showed that egg PC monolayers in the liquid crystalline phase at 37 °C packed more tightly with the effect of desmosterol. An another study examined the effects of cholesterol, desmosterol and 7DHC on saturated DPPC and unsaturated DOPC lipids in the liquid crystalline phase at around 50 °C by using atomic scala simulation study showed that every three sterols lead to membrane condensation. The condensation effect which is defined as decrease of area per molecule and increase of hydrophobic thickness and chain order is closely related to the effect of the order [23,3]. Besides, it was stated that the reduction in surface area per molecule is associated with the enhancement of the membrane thickness. For this reason, the decreasing effects of these three sterols on the surface area per molecule of saturated DPPC lipids are the same with the increasing effects of them on the membrane thickness [24]. In a study comparing the effects of cholesterol, desmosterol and lanosterol on mobility of POPC LUV membranes labelled with PC analogs by using EPR spectroscopy, it was observed that these lipids increase the order in the presence of 30 mol\% sterol in the liquid crystalline phase at 30 °C. In the same study, by using fluorescence spectroscopy, with the addition of 10 mol\% and 30 mol\% cholesterol and desmosterol into POPC LUV membrane at 30 °C, it was indicated that...
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emission peaks of these two sterols, in comparison to pure POPC LUV emission peak, are more intense, so both cholesterol and desmosterol increase the membrane order similarly. When sphingomyelin (SPM) lipid is used instead of POPC in the same study, it was revealed that these sterols increase the chain order of SPM profoundly in comparison to POPC LUV [5]. Another study investigated the effects of cholesterol and its two precursors; desmosterol and 7DHC on POPC LUVs and DPPC LUVs at different concentrations (0-50 mol%) by using steady state fluorescence measurements. It was observed that the anisotropy values decreases with the addition of increasing cholesterol concentrations (to 50 mol%) into DPPC membrane at room temperature (23 °C). The reduction of these values interpreted that cholesterol makes DPPC membrane more disordered in the gel phase. Furthermore, with the addition of increasing desmosterol concentrations into DPPC membrane at the same temperature, it was observed that the anisotropy values decreases. The reduction of these values indicated that desmosterol decreases the order of DPPC membrane in gel phase. In the same study, POPC membrane is used instead of DPPC membrane at the same temperature (23°C) and the same sterol concentrations. Phase transition of POPC from the gel phase to the liquid crystalline phase is at -2 °C, so POPC is in the liquid crystalline phase at 23 °C. With the addition of high concentrations of desmosterol into POPC membrane, it was found that the anisotropy values increases substantially. The enhancement of these values inferred that increasing concentrations of desmosterol make POPC membrane more ordered in the liquid crystalline phase at 23 °C [25]. All these studies are in agreement with our study.

There is a limited number of studies in the literature about the effect of desmosterol on membrane dynamics and fluidity. Benesch et al., which is in agreement with our study [26], investigated the effect of lathosterol which is the penultimate intermediate in the biosynthesis of cholesterol in the Kandutsch-Russell pathway, differing Bloch pathway which desmosterol is formed, on DPPC and DPPC-d_{62} model membranes by using FTIR spectroscopy and found that values of absorption bandwidth of C=H stretching region (3000-2800 cm^{-1}) of DPPC model membranes consisting of 30 mol% lathosterol increase with the enhancement in temperature and so the fluidity of lipid hydrocarbon chain increases. Moreover, it was observed that with the addition of 30 mol% lathosterol into pure DPPC-d_{62} membrane, the bandwidth values of CD_{2} symmetric stretching band, in comparison to pure DPPC-d_{62} membrane, are in higher values. This situation showed that lathosterol which is one of the precursors of cholesterol like desmosterol, increases the fluidity of hydrocarbon chains of DPPC-d_{62} membrane in gel phase. In another study which is examined the changes in CH_{2} symmetric stretching bandwidth of DPPC bilayers including ergosterol by using FTIR spectroscopy and depending on the temperature, it was observed that at the temperatures below the main phase transition, namely in the gel phase, DPPC membranes containing 30 mol% ergosterol increase the hydrocarbon chain mobility, in comparison to pure DPPC membrane [27]. The enhancement in the width of absorption bands represents that lipid hydrocarbon chain mobility increases [26].

In the present work, we indicated the hydrophobic interaction in between DPPC molecule and desmosterol. Both methyl groups and long hydrocarbon chains of DPPC and also steran ring of desmosterol may cause a strong enviroment for the hydrophobic interaction. DPPC and desmosterol molecules can be also connected to each other with the van der Waals interactions in addition to hydrophobic interactions. The interactions of hydrocarbon chain and neighboring molecules are determined primarily by van der Waals forces, which have non-directional attractive and directional repulsive components and by dispersion forces which together determine the lateral forces applied along the length of neighboring lipid molecules in the bilayer [28]. Van der Waals interactions in the hydrophobic area are non-polar interactions and contribute to the strength of hydrophobic effect [24,3] and are very important for the structure and interaction of biological molecules [29].

Investigation of the interfacial region and polar head group region of DPPC membrane in our study revealed that the hydroxyl group of desmosterol makes strong hydrogen bonding with carbonyl group and head groups of phospholipids. DPPC is a phospholipid which has high quality to make hydrogen bonding with both phosphate group (PO_{2}) and ester groups (C = O) and tertiary amine regions in its structure. Desmosterol is capable of making hydrogen bonding by means of hydroxyl group (OH) in steran ring. Rög et al., which is in agreement with our study [24], examined the effects of cholesterol, desmosterol and 7DHC on saturated DPPC and unsaturated DOPC lipids in the liquid crystalline phase at about 50 °C by atomic scala simulation study and found that the orientation of these three sterols is different, but all of them are similarly found at the membrane water interface and hydroxyl (OH) groups of different sterols have the same distance from phosphate oxygen atoms of DPPC. Moreover, according to the result of the interaction of hydroxyl groups of sterols with the head groups of PC and water molecules at atomic level, it was also found that hydroxyl groups of all three sterols give rise to hydrogen bonding with water and PC oxygen atoms. As a result of this, it was stated that the hydrogen bonding shape of all three sterols is the same and they make hydrogen bonding with ester group of sn-2 chain of DPPC and DOPC. Furthermore, it was observed that the interaction shapes of hydroxyl groups of all three sterols are similar for both DPPC and DOPC membranes. In another study, it was also found that there is an interaction in between OH group of cholesterol and hydrophilic polar head group of lecithin and that hydrogen bonding occurs [30]. Similar results have been observed in some other studies [31,32]. In the study investigated C=O stretching vibrations of ester carbonyl groups of DPPC in polar-apolar interfacial region of bilayer by using FTIR spectroscopy, Benesch et al. found that the shape of ester carbonyl stretching band of DPPC membrane consisting 30 mol % lathosterol is different in comparison to that of pure DPPC indicating the increasing existence of hydrogen bounded ester carbonyl groups of DPPC. Besides, they also stated increasing hydrogen bonding
degree in between hydroxyl group of lathosterol and water [26]. In another study examined changes of FTIR spectrums of DPPC bilayers containing 30 mol% ergosterol depending on temperature, it was specified that the changes in the shape of C=O stretching absorption band reflect the variations in hydration or in the number of hydrogen bonded ester carbonyl groups in the interfacial region. In addition, it was observed that the shape of C=O stretching band of DPPC bilayers containing ergosterol is different from the shape of C=O stretching band of pure DPPC membrane. This difference was interpreted as increasing population of hydrogen bonded ester carbonyl groups indicating that this enhancement caused by epicholesterol arises from hydrogen bonding in between groups [27]. In the study of the same group used 30 mol% epicholesterol as a sterol for this time, it was found that epicholesterol increases the hydrogen bonding degree of DPPC carbonyl groups indicating that this enhancement caused by epicholesterol arises from hydrogen bonding in between C3-hydroxy group of epicholesterol molecule and ester carbonyl group of DPPC and also from the increase of the degree of water penetration in glycerol backbone region of DPPC bilayer [33].

5. CONCLUSION

In the present study, we have investigated for the first time the interaction of desmosterol with a zwiterionic lipid, dipalmitoylphosphatidylcholine (DPPC) by means of lipid order and dynamics, phase behavior and hydration as a function of temperature and at low and high desmosterol concentration by using FTIR spectroscopy technique. Our results revealed that low concentration of desmosterol (3 mol%) decreases acyl chain flexibility, i.e., increases order of DPPC membrane, and the dynamics in gel phase and has a negligible effect in order and decreases the dynamics in liquid crystalline phase and that the inclusion of high desmosterol concentration (30 mol%) increases the conformational disorder and the dynamics in gel phase and decreases the number of gauche conformers (orderings) and increases the dynamics in liquid crystalline phase. Furthermore, we also showed that desmosterol interacts strongly with head group of zwiterionic membranes and that it makes strong hydrogen bonding with the carbonyl and phosphate groups of these membranes.
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High-quality Al-doped zinc oxide (AZO) thin films have been deposited on glass substrates by modified d.c. magnetron sputtering at room temperature for thin film solar cell applications. Effect of air annealing and damp exposure on the electrical and optical properties of AZO films have been investigated.

It was found the electrical resistivity of the films increases by two order of magnitude with the annealing temperature increase up to 250–300 °C and by three order of magnitude under multiple damp exposure. The transmittance and optical absorption of as-grown and treated AZO films are also investigated. The relationship between optical properties changes and the observations of the resistivity increase by damp heating is discussed. It is suggested that grain boundaries modification has more close relation with both the resistivity increase and blue-wavelength shift of absorption edge.

Keywords: solar cells; ZnO:Al; sputtering, thin films; damp heat stability
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1. INTRODUCTION

ZnO (zinc oxide) is a wide-gap semiconductor with a room temperature direct band gap ($E_g \geq 3.4$ eV) and a large exciton binding energy of about 60 meV, which is a prerequisite for realization of efficient and stable optoelectronic systems. ZnO show a high optical transparency in the visible range and provides high shielding of the UV and IR regions which makes this a very attractive material for optoelectronic applications such as plasma displays, liquid crystal displays, transparent electrodes for solar cells, infrared (IR) windows and other optoelectronic devices. ZnO has a great advantage over indium transparent oxide (ITO) due to combination of its excellent electro-optical properties with long-term environmental stability, low costs and non-toxicity.

Magnetron sputtered undoped and Al-doped ZnO thin films are employed as front conducting contacts for silicon or Cu(In,Ga)Se$_2$ (CIGS) based thin-film solar cells [1–4]. Well-known requirements for front contacts are high transparency in the visible and near-UV regions as well as high conductivity. Among the ZnO film techniques such as laser deposition, chemical vapor deposition, atomic layer deposition, molecular beam epitaxy, most commonly used radio-frequency (RF) magnetron sputtering has some advantages due to its simple set-up, high deposition rate and low deposition temperatures and small cost of the films production [5–9]. As-grown ZnO films have $n$-type conductivity caused by native point defects [9,10]. In particular, oxygen vacancies and zinc interstitials are often mentioned as sources of $n$-type conductivity in ZnO, but the role of bulk defined or surface defects in formation of optical and electrical properties of ZnO films is still not well known [2, 9–12]. The conductivity of the films can be changed significantly by the deposition and post-deposition conditions and be improved by doping with atoms of higher valence than Zn, such as Al, In and Ga

The main parameter determining the reliability of solar cells and modules is the stability properties of the constituent components. While some studies of the influence of humidity and heating on the electrical properties of Cu(In,Ga)Se$_2$-based solar cell and modules have been performed [13–15], to our knowledge the above mentioned effects in the case of AZO films are not well understood [6, 11]. In this paper we have investigated the changes in electrical and optical properties of reactive magnetron sputtered AZO films depending on post-growth annealing in air and damp heat treatment.

2. EXPERIMENT

The Al-doped ZnO-coatings with different thicknesses in the range from 0.1 to 1.2 μm were deposited on glass substrates by DC (= direct current) planar magnetron sputtering. The special two-component
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A planar target, 114 mm in diameter and 10 mm thickness was designed in such a way that the content of Zn and Al (a purity of zinc 99.99 % and aluminum 99.999 %) in it can widely varied. The Zn/Al ratio in the deposited film was set by the ratio of sputtering surface areas of Zn and Al in the target with consideration their sputtering coefficients.

In order to minimize the plasma bombardment effect on the substrates, a low RF power of 60 W was applied to each deposition. The deposition of the AZO films was carried out with the optimum conditions for the used system: an atmosphere of mixture of high-purity Ar (80 %) and O₂ (20 %) gas and a working deposition pressure of 1.0–1.3 Pa.

The distance between the substrate and the target was 45 mm and the DC power was maintained constant at 200 W. The growth rate for this deposition conditions is 30 nm/min. The substrate temperature on the anode was preheated to RT and during the deposition process it was heated up to 150 °C due to the ion bombardment of the substrate.

Crystal structure of the materials was studied by X-ray diffraction (XRD) using a Siemens D-5000 diffractometer (having CuKα, λ = 1.5418 Å radiation and a Ni filter) operated at 30 kV and 20 mA. SEM, AFM, spectroscopic ellipsometry and optical spectroscopy measurements were carried out to establish correlations between electrical, structural and optical properties of the films. Optical transmittance (T) and reflectance of samples were measured with a Cary 500 Scan double beam spectrophotometer in the spectral range 190–3300 nm.

Electrical resistivity ρ was determined from Hall effect measurements using the Van der Pauw method.

3. RESULTS AND DISCUSSION

3.1. Structural and morphological properties

The XRD spectra of as deposited AZO films show only (002) and (004) diffraction peaks at 2θ = 34,34° and 2θ = 72,41°, respectively with very good agreement with JCPDS data (card № 80-0074) for normally pure ZnO of hexagonal wurtzite type structure (Fig. 1). The strongest peak for AZO film was from the (002) plane, indicating that the layer have preferred orientation towards to [002] direction with a c-axis perpendicular to the substrates. No peaks from foreign phases were detected in XRD spectra of AZO films.

3.2. Electrical and optical properties

Prepared films show RT resistivities in a broad range (0.0013 – 19 Ω cm) (Table 1, column RT), which of the substrate [9, 16]. Samples with the same h vary by thickness, deposition time and result temperaphysical properties, used in this study for detailed investigation of the treatments effect, were prepared by separation into four parts defined AZO film (Table 1, column RT, film 5). After the separation, the first part, sample 5-1, was annealed in air up to 300 °C. Annealing was performed in nominal steps of 50 °C with 1-hour duration for each cycle starting from 50 °C.

All ZnO films, prepared by the described method, have the pinholes- and micro cracks free microstructure consisting of densely packed crystalline columns. Coherent ordering of the growth direction of crystalline columns for AZO films indicates on the high crystallinity of the grown films (Fig. 1, insert a).

The atomic force microscopy (AFM) images were recorded in non-contact mode using a Park XE-100 (2010) equipment equipped with CONTSCR silicon tips (less than 10 nm at the apex). We used the horizontal line by line flattening as planarization method line by line flattening as planarization.

The AFM scans were taken over the area of 10×10 μm² and 2×2 μm². We used the horizontal method. Statistical parameters (e.g. root-mean-squared and average roughness) were evaluated for all images, at both large (10×10 μm²) and low (2×2 μm²) scale of measurements. It shows that the roughness increased sequentially on the AZO films from 21 to 64nm with increasing Al content in the film.

Fig. 2 presents AFM topography of the AZO film (Al content 4.73 at.%) with typical protruding grains, due to the columnar growth of the films (as generally observed on ZnO-based films), having diameters in the range of 60-100 nm.

3.3 Results and discussion.

(The results related sample 5-1 is presented in Table 1, row 5, excepting “RT” cell.) The second part, sample 5-2, was exposed to 1-hour-cycles heating in a vapor of boiling water at 100 °C. The third part, sample 5-3, was...
kept at RT in a saturated water vapor atmosphere and its resistivity was measured with 1-day cycle.

The last non-treated part of film 5 was used as reference marked here as sample 5-0. Selected AZO films with different thicknesses \( h \), films 1–5, and samples with \( h = 180 \) nm were subjected to various sequential exposures and post-exposure RT measurements of electrical resistivity \( \rho \), only selected data at defined temperatures and atmosphere are presented in Table 1, Figs. 3 and 4, and only the most important results will be discussed in this paper.

Table 1 summarizes electrical resistivity determined from Hall Effect measurements for AZO films before (RT column) and after 1-hour annealing in air as well as Figs. 3, 4 are related to the results of damp exposure of the samples.

First, it was found that after the 1-hour annealing in the air at 50 °C the electrical resistivity of AZO films decreases and then gradually increases with the increase of the annealing temperature (see Table 1). Such behavior was observed for films 1, 2, 3 and 5 and can be explained by the diffusion and aggregation of the interstitial precipitates [9], resulting in more perfect film structure after annealing at 50 °C, as well as by oxidation of the samples at higher temperatures and longer annealing in air.

Second, Fig. 3 shows that during the sequential exposure of sample 5-2 to 1-hour cycles heating at 100 °C in 100 % water vapor atmosphere there is notable increase of its resistivity. However, while after the first 5 cycles of such damp treatment the increase of resistivity is detectable on the level of two order of value, after 6–8 cycles it is stabilized near the value of \((2.5 \pm 3.0) \times 10^{-1} \ \Omega \ cm\).

Third, Fig. 4 shows a steadily increase of electrical resistivity of sample 5-3 with the growth of the exposure time of the 100 % humidity at RT with 1 day cycle. The analysis of resistivity of annealed and damp exposed samples presented in Table 1 and Figs. 1-2 shows that samples annealed at a higher temperature and at a higher level of humidity or damp exposed during more long time period possess higher electrical resistivity. This is established phenomenon in oxides and in AZO films in particular, where the large concentrations of oxygen excess favor the increase of film transmission at the expense of conductivity [2, 17]. Usually, oxygen is supplied to suppress generation of oxygen vacancies degrading electrical and the optical properties, such as carrier concentration and mobility. However, oxygen also generates formation of Al-oxide in films during growing and annealing AZO films [18]. Some additional incorporation of oxygen atoms in the case of polycrystalline films can take place at grain boundaries and forms electrical barriers [1, 9].

The results of compositional analysis of the samples, presented in Table 2, show that the increase of temperature and time of annealing as well as of concentration of water vapor in atmosphere is accompanied mainly by Zn and Al content deviations in composition of sample 5-2.

The structure of grains (nanocrystals) of polycrystalline films can be conditionally subdivided into the core (or bulk) and the surface (or grain boundary). Both the rearrangement of the surface atoms from their positions in the bulk semiconductor and the formation of...
near surface shells with defined composition affect the properties of film grains. Due to a high ratio of surface area to volume of film grains, the structure and composition of their boundaries (shells) may have particular significance for physical properties of polycrystalline films [19].

So, there are reasons to suppose, that a reduced conductivity of AZO samples is mainly attributed to changes of surface comparing to bulk electron structure of film grains [2, 15, 20] and that damp heat treatment at 100 °C introduces stronger modification in near surface regions of the grains.

Table 2. Composition of AZO samples

<table>
<thead>
<tr>
<th>Samples (after corresponding final treatment)</th>
<th>Concentration, at. %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zn</td>
</tr>
<tr>
<td>5-0</td>
<td>44.83</td>
</tr>
<tr>
<td>5-1</td>
<td>44.72</td>
</tr>
<tr>
<td>5-2</td>
<td>46.38</td>
</tr>
<tr>
<td>5-3</td>
<td>44.36</td>
</tr>
</tbody>
</table>

It is shown early that the resistivity increase of ZnO films correlates with the decrease in the free carrier density and, as a result, with the decrease of the losses in infrared (IR) region [2, 21]. In Figure 5, the RT transmittance of all investigated AZO samples is nearly 80 % in the visible region. However, the transmittance of some samples starts to decrease at wavelengths 1600–2700 nm. The IR losses are the same in the case of non-treated and RT exposed to humid air samples, 5-0 and 5-3 respectively. A decrease of the IR losses is observed upon the increase of heating temperature of samples 5-2 and 5-1.

The various treatments of the starting film lead also to different changes in visible transmittance. In comparison with non-treated sample 5-0, films exposed to water–vapor atmosphere at RT and 100 °C, sample 5-3 and 5-2, showed a small decrease in transmittance and the blue-wavelength shift of absorption edge, respectively. The last effect as well as disappearance of the interference fringes for sample 5-2 can be produced by a decrease the thickness or and the refractive index of the sample due to more high contribution of Al2O3 component [18].

The relation between the absorption coefficient (α) and incident photon energy hν can be written as $\alpha \times h\nu = A (h\nu - E_g)^m$, where A is constant and $m = \frac{1}{2}$, 2 for direct and indirect allowed transitions respectively. The graphs of $(\alpha \times h\nu)^2$ versus hν are found to lead straight lines over the main part of optical absorption spectra (Fig. 6), supporting the interpretation of direct rather than the indirect band gap for all samples. The band gaps $E_g$ are found to be 3.3 eV for samples 5-0, 5-1, 5-3 and 3.4 eV for sample 5-2 respectively. Thus, AZO film exposed to humid air at 100 °C during 11 hours, sample 5-2, has a gap which agrees with gap of pure ZnO crystals.

A larger band gap of sample 5-2 can be due to three main causes: a free carriers concentration increase [7, 8], purity increase, or a decrease in grain size [9]. The first is not considered to be possible in our case, since a significant resistivity increase was observed; furthermore, the reducing of Al content (Table 2) indicates that a part of aluminum is not electrically active in the sample. This point and the fact that we observe a sharp fall of transmittance at the absorption edge, which is an indication of good crystallinity in the film sample, lead us to ascribe the absorption edge shift to higher purity of grain cores and their size decrease. Sample 5-2 may have smaller grains and a larger band gap due to Al2O3 shells formation [18]. The both former effects can be the origine of resistivity increase [22].

4. CONCLUSION

We investigated the electrical and optical properties of Al-doped ZnO films in terms of annealing and damp heat treatment conditions. A decrease of electrical conductivity...
is observed during heating the samples in air, exposure to humid air at 100 °C and exposure to humid air at room temperature. The results suggest that the changes in bulk intrinsic defect concentration and introduction of barriers at grain boundaries play a critical role in the detected effects. The authors consider diffusion of metal interstitials, their aggregation and oxidation as possible origins for the changes. Thus, in order to comprehend fully the properties of elaborated AZO films, it is necessary to determine the structure of their grain boundaries. Future experiments are planned to recognize the origin of a larger band gap but a reduced conductivity of the samples exposed to humid air at 100 °C.
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The CuFeSe₂ tetragonal monocrystals with the lattice parameters: a=5.521 Å, c=11.042 Å, sp.gr. pT₄₂c, Z=4, ρₘₐₜ=5.476 g/cm³ are grown up from melt at the room temperature. The linear and volumetric thermal expansion (α) are calculated by the high temperature powder x-ray diffraction method in the 20°C<T<500°C area. It is found that they are approximately α₀ ≈ α₂ ≈ 4·10⁻⁶°C⁻¹; α₃ = 8.6·10⁻⁶°C⁻¹; α₄ = 16.7·10⁻⁶°C⁻¹.
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INTRODUCTION

Chalcopyrite - CuFeS₂ and its chemical analogues such as Cu(Ag)Fe(Ga, In)Se₂(Te₂) are the perspective magnetic and optic semiconductors. It is known that chalcopyrite and its analogues mentioned above are the rectilinear, radiation-resistant materials with the high optical absorption coefficient making them perspective as magnetic and optic semiconductors. It is known that chalcopyrite structured crystals (1T₂d) [3]; b) Cu₁VS₄ (pT₄₂c) sulvanite structured crystals [4]; c) Cu₄Te₂ (P₄/nmm) rickardite structured crystals [5]. Crystallographic parameters of these compound groups are the same, that is the lattice sizes are almost identical. They crystallize in the tetragonal crystal system but differ with their structure and, naturally, symmetry. The second compound group also covers the large group of A₄B₁ₓX₄ = 2A₀(Bₓ₂X₂)₂ semiconductors [6].

Note that the magnetic and optical properties for the compound described above are discussed in the works [7-12].

When the crystal structures of the chalcopyrite chalcogenides mentioned above are compared, it will be found that CuFeSe₂ is described as the double lattice of the ZnS cubic sphalerite. In the case of CuFeSe₂, the double version of the Cu₄VS₄ cubic sulvanite phase with the a=5.39 Å, sp. p₄₃₃m is obtained. And in the case of the CuFeTe₂, the Cu and Fe metal valency changes and the structural formula becomes Cu₄Cu₁₅⁺Fe³⁺Fe₀₂₃⁺Te₂. As a result, the layer structure of the CuFeS₂ based Cu₁⁻Cu₀₅⁺Te₂ rickardite is formed.

The current paper describes the results concerning the linear and volumetric coefficient of thermal expansion determination for CuFeSe₂ crystals by high temperature x-ray diffraction in vacuum. Experiments were carried out by “D8 Advance” diffractometer. Mode – 40 kV, 40 mA, 10⁰<2Θ<100⁰, CuKa-radiation, T=20⁰- 440⁰C, vacuum –10⁻³ tor.

EXPERIMENTS

To study the thermal expansion (CTE), the CuFeSe₂ monocrystals were synthesized and grown up from the melt. The X-ray diffraction studies described above jave shown that their quality meet the experimental requirements. To carry out the experiment, the monocrystals were powdered. The monocrystale powders were placed into the chamber (TTK 450), and diffraction images were taken in every 100°C (table 1, figure 1). The diffraction data were treated through “EVALUATION” software.

As a result of the diffraction findings it has been found that no specific structure and diffraction modifications take place in the 20°C<T<450°C, and the diffraction images are almost identical, that is the reflection intensity and their angles (2Θ) weakly depend of the temperature rate. It means that structural phase transitions do not take place in the temperature zone mentioned above.

To determine the linear and volumetric expansion (α), the temperature rates of the parameter modifications and the grid volume are used by the formula

$$\alpha_L = \frac{\Delta L}{\Delta T \cdot L}; \quad (L = a, b, c, V)$$

The calculated rates (CTE) are shown in table 2, and their diagram is in figure 2. It should be noted that according to the calculated data mentioned above, the linear and volumetric expansion is of abnormal nature. Apparently, it may be related to the high covalency in the CuFeSe₂ crystal structure.
Table 1.
X-ray diffraction date for CuFeSe$_2$ at different temperature.

<table>
<thead>
<tr>
<th>T, °C</th>
<th>d$_hkl$</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.49248</td>
<td>002</td>
</tr>
<tr>
<td></td>
<td>3.17806</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>2.75275</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>2.46240</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>1.94980</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td>1.83805</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td>1.66248</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>1.37863</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>1.33796</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>1.26587</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>1.20436</td>
<td>218</td>
</tr>
<tr>
<td>100</td>
<td>5.49403</td>
<td>002</td>
</tr>
<tr>
<td></td>
<td>3.17898</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>2.46419</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>1.94982</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>1.83838</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td>1.66306</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td>1.53053</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>1.37916</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>1.26639</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>1.20488</td>
<td>316</td>
</tr>
<tr>
<td>200</td>
<td>5.48097</td>
<td>002</td>
</tr>
<tr>
<td></td>
<td>3.18022</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>2.75534</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>2.46536</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>1.95066</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td>1.83972</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td>1.66434</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>1.36052</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>1.33051</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>1.26748</td>
<td>316</td>
</tr>
<tr>
<td>300</td>
<td>5.49212</td>
<td>002</td>
</tr>
<tr>
<td></td>
<td>3.18200</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>2.75924</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>2.46736</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>1.95261</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td>1.85071</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td>1.66598</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>1.53238</td>
<td>304</td>
</tr>
<tr>
<td></td>
<td>1.38160</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>1.34072</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>1.26835</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>1.20700</td>
<td>218</td>
</tr>
<tr>
<td>400</td>
<td>5.48812</td>
<td>002</td>
</tr>
<tr>
<td></td>
<td>3.18170</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>2.76013</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>2.46826</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>2.95350</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td>1.84210</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td>1.66654</td>
<td>312</td>
</tr>
<tr>
<td></td>
<td>1.38267</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>1.34096</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>1.26912</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>1.20684</td>
<td>218</td>
</tr>
</tbody>
</table>

The coefficients of thermal expansion for CuFeSe$_2$ at different temperatures

<table>
<thead>
<tr>
<th>T, °C</th>
<th>α$_a$=α$_b$</th>
<th>α$_c$</th>
<th>α$_V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-100</td>
<td>1.1·10^{-6}°C^{-1}</td>
<td>14.4·10^{-6}°C^{-1}</td>
<td>16.6</td>
</tr>
<tr>
<td>100-200</td>
<td>4.3·10^{-6}°C^{-1}</td>
<td>2.7·10^{-6}°C^{-1}</td>
<td>11.4</td>
</tr>
<tr>
<td>200-300</td>
<td>3.9·10^{-6}°C^{-1}</td>
<td>0.7·10^{-6}°C^{-1}</td>
<td>15.2</td>
</tr>
<tr>
<td>300-400</td>
<td>6.8·10^{-6}°C^{-1}</td>
<td>9.9·10^{-6}°C^{-1}</td>
<td>23.7</td>
</tr>
</tbody>
</table>
Fig. 1. X-ray diffraction pattern of CuFeSe$_2$ at different temperatures.

Fig. 2. Dependence of the CTE on temperature.
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The current–voltage (I–V) measurements of Au/p-GaAs Schottky barrier diodes (SBD) were measured in the temperature range 80–230K. By using the thermionic emission (TE) theory, the $\Phi_B(1–V)$ and $n$ were found to depend strongly on temperature, and the $n$ decreases with increasing temperature while the $\Phi_B(1–V)$ increases. The forward bias I–V of SBDs have been studied at the temperatures range of 80–230 K. The values of $\Phi_B$ and $n$ ranged from 0.18 eV and 6.74 (80K) to 0.5 eV and 3.06 (230K), respectively. Such behavior of $\Phi_B$ and $n$ is attributed to Schottky barrier inhomogeneities by assuming a Gaussian Distribution (GD) of BHs at Au/p-GaAs interface. The zero-bias barrier height $\Phi_B$ vs $q(2kT)$ plot has been drawn to obtain evidence of a Gaussian distribution of the barrier heights, and values of $\Phi_B = 0.64 \text{ eV}$ and $\sigma_B = 0.042 \text{ V}$ for the mean barrier height and zero-bias standard deviation have been obtained from this plot, respectively.
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1. INTRODUCTION

Schottky barriers formed by metal–semiconductor contact have been widely studied in the past 50 years. Due to technological importance of MS GaAs SBDs, a full understanding of the nature of the electrical characteristics of SBDs in this system is of great interest. Thus, SBSs have an important role for electronic technology [1–6]. Electronic properties of a Schottky diode are characterized by its barrier height and ideality factor parameters. The interface states play an important role in determination of Schottky barrier height and other characteristic parameters and these can affect device performance, stability and reliability [1,7–9]. Gallium arsenide is one of the advantageous semiconductors for high-speed and low-power devices. Experimental results, especially only at room temperature, do not give detailed information about conduction mechanisms or the nature of barrier formation at the MS or MIS Schottky diodes. Therefore, the current–voltage characteristics of the samples have been studied as a function of temperature in the temperature range of 80–230 K. The temperature dependence of the I–V characteristics allows us to understand different aspects of conduction mechanisms. Therefore an attempt has been made to study the current transport characteristics of Au/p-GaAs (100) Schottky diodes in the temperature range 80–230 K. The analysis of the I–V characteristics of these devices on the basis of thermionic emission–diffusion (TED) theory of current transport usually reveals an abnormal decrease of zero-bias barrier height and the increase of ideality factor $n$ with decrease of temperature [5–15]. This abnormal behavior of I–V characteristics of MS contacts at low temperatures has been attributed to the barrier inhomogeneities present in MS contacts. The decrease in the barrier height at low temperatures in fact leads to the non-linearity in the activation energy ($\ln(I/V^2) vs q/kT$) plot. Thus, it is found to be non-linear by the temperature dependence of the barrier height and the ideality factor.

In this study, the I–V characteristics of Au/p-GaAs (100) Schottky diodes were measured in the 80–230K temperature range. The experimental results shows that the barrier height and ideality factor determined from forward bias I–V characteristics were found to be strong function of temperature. The ideality factor $n$ was found to decrease, while the BH increases with the increasing temperature.

2. EXPERIMENTAL PROCEDURES

The Au/p-GaAs Schottky diodes used in this study were fabricated using p-type (Zn-doped) single crystals silicon wafer with (100) surface orientation having thickness of 300 μm, 2 in. diameter. The sample was ultrasonically cleaned in trichloroethylene and ethanol, etched by H$_2$SO$_4$/H$_2$O$_2$/H$_2$O=5:1:1 (weight ratio) solution for 30 s., rinsed by propylene glycol and blown with dry nitrogen gas. Immediately after surface cleaning, ohmic contacts of low resistance on the backside of the samples were formed by evaporating 1900A˚ thick Au followed by a temperature treatment at 450 C for 5 min in N$_2$ atmosphere. After that rectifier Schottky contacts were formed on the other faces by evaporating 1900A˚ thick Au. The evaporation process was carried out in a vacuum of 1.2x10$^{-6}$ Torr. The native oxide on the front surface of the substrate was removed in HF:H$_2$O (1:10) solution and finally, the wafer was rinsed in de-ionised water for 30 s before forming an organic layer on the p-type GaAs substrate. Preceding each cleaning step, the wafer was rinsed thoroughly in de-ionized water of resistivity of 18 MΩ cm.
The temperature dependence of current–voltage measurements were performed by the use of a Keithley 220 programmable constant current source, a Keithley 614 electrometer in the temperature range of 80–230K using a temperature-controlled Janes vpf-475 cryostat, which enables us to make measurements in the temperature range of 80–230 K. The sample temperature was always monitored by using a copper-constantan thermocouple close to the sample and measured with a dmm/scanner Keithley model 199 and a Lake Shore model 321 auto-tuning temperature controllers with sensitivity better than ±0.1K. All measurements were carried out with the help of a microcomputer through an IEEE-488 ac/dc converter card.

3.1. THE CURRENT–VOLTAGE CHARACTERİSTİCS AS A FUNCTİON OF TEMPERATURE

The current-voltage (I-V) measurements of the Au/p-GaAs Schottky diodes were performed in the temperature range from 80 to 230 K are shown in Fig 1. At first, we analyze the experimental I–V characteristics by well-known thermionic emission theory given as follows at forward bias [2]

\[
I = I_0 \exp\left(\frac{qV}{nkT}\right) \left[1 - \exp\left(-\frac{qV}{kT}\right)\right] \tag{1}
\]

where \(I\) is the measured current, \(V\) is the applied voltage, \(q\) is the electronic charge, \(n\) is the ideality factor that describes the deviation from the ideal diode equation for reverse bias as well as forward bias, \(k\) is the Boltzmann’s constant, \(T\) is the absolute temperature in Kelvin, \(I_0\) is the saturation current derived from the straight line intercept of \(\ln I\) at zero-bias and is given by

\[
I_0 = A A^* T^2 \exp\left(-\frac{q\Phi_{BO}}{kT}\right) \tag{2}
\]

where \(q\) is the electronic charge, \(A^*\) is the effective diode area, \(A^*\) is the effective Richardson constant and equals 79.4 A cm\(^{-2}\)K\(^{-2}\) for p-type GaAs [17], \(k\) is the Boltzmann constant, \(T\) is the temperature in K, \(\Phi_{BO}\) is the zero bias barrier height and \(n\) is the ideality factor. From Eq. (1), ideality factor \(n\) can be written as:

\[
n = \frac{q}{kT} \frac{dV}{d(\ln I)} \tag{3}
\]

The semilog forward and reverse bias I–V characteristics of Au/p-GaAs SBDs are shown in the temperature range of 80–230 K in Fig 1. The experimental values of \(\Phi_{BO}\) and \(n\) were determined from intercepts and slopes of the forward-bias \(\ln I\) versus \(V\) plot at each temperature (Fig. 1), respectively. The experimental values of \(\Phi_{BO}\) and \(n\) for the device range from 0.5 eV and 3.06 (at 230 K) to 0.18 eV and 6.74 (at 80 K), respectively. These values are given in Table 1. Fig. 2 shows the values of \(n\) obtained from the linear portion of the forward bias I–V characteristics in Fig 1.

The experimental value of \(n\) increased with a decrease in temperature, as can be seen in Fig 2.

Fig. 1. Experimental forward-bias current–voltage characteristics of Au/p-GaAs Schottky diodes in the temperature range of 80-230 K

Table 1. Temperature dependent values of various diode parameters determined from I-V characteristics of Au/p-GaAs Schottky barrier diodes in the temperature range of 80–230 K

<table>
<thead>
<tr>
<th>T(K)</th>
<th>(n)</th>
<th>(\Phi_{BO}) (eV)</th>
<th>(I_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>6.74</td>
<td>0.18</td>
<td>4.1E-8</td>
</tr>
<tr>
<td>110</td>
<td>4.86</td>
<td>0.25</td>
<td>4.58E-8</td>
</tr>
<tr>
<td>140</td>
<td>4.04</td>
<td>0.32</td>
<td>6.83E-8</td>
</tr>
<tr>
<td>170</td>
<td>3.61</td>
<td>0.39</td>
<td>9.21E-8</td>
</tr>
<tr>
<td>210</td>
<td>3.27</td>
<td>0.47</td>
<td>3.61E-7</td>
</tr>
<tr>
<td>230</td>
<td>3.06</td>
<td>0.50</td>
<td>8.32E-7</td>
</tr>
</tbody>
</table>

Fig. 2. The variation in the ideality factor and zero-bias barrier height with temperature for Au/p-GaAs (SBD).

The zero bias barrier height in Eq. (2) is obtained from the intercept of this plot and can be expressed as:
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\[
\Phi_{B0} = \frac{kT}{q} \ln \left( \frac{A T^2}{I_0} \right)
\]  

(4)

Generally, it is known that the ideality factor \( n \) increases while the zero bias barrier height \( \Phi_{B0} \) decreases with decreasing temperatures [17]. The temperature coefficient \( \beta \) of barrier height is calculated 2.2 meV. Moreover the value of \( (E_a = \Phi_{B0}) \) at 0 K is found to be 0.0134 eV.

For the evaluation of the barrier height, one may also make use of the Richardson plot of the saturation current. Eq. (2) can be rewritten as

\[
\ln \left( \frac{I_0}{T^2} \right) = \ln(A \cdot A^*) - \frac{q}{kT} \Phi_{B0}
\]  

(5)

The dependence of \( \ln(I_0/T^2) \) versus \( q/kT \) is found to be non-linear in the temperature range measured (Fig.4). The non-linearity of the conventional \( \ln(I_0/T^2) \) versus \( q/kT \) is caused by the temperature dependence of the barrier height and ideality factor. The values of the activation energy \( (E_a) \) and Richardson constant \( (A^*) \) were obtained from the slope and intercept of this straight-line as 0.0084 eV and 1.1x10^10 A/cm^2 K^2, respectively. This value is very much lower than the known value of 79 A/cm^2 K^2 in for holes in p-type GaAs. The value of activation energy \( (E_a) \), 0.0084 eV is very close to 0.0134 eV of the zero bias barrier height \( \Phi_{B0}(T = 0) \).

\[
\Phi_{Bf} = n \Phi_{Bo} - (n-1) \left( \frac{kT}{q} \right) \ln \left( \frac{N_v}{N_A} \right)
\]  

(7)

where \( N_v \) is the effective density of states in the valence band and \( N_A \) is the acceptor concentration. The temperature dependent barrier height \( \Phi_{Bf} \) is obtained from Eq. (7) for each temperature and presented in Table 1.

The barrier height, which decreases with decreasing temperature, obtained from Eq. (2) is called apparent or zero-bias barrier height. The barrier height obtained under flat-band condition is called flat-band barrier height and is considered to be real fundamental quantity. The flat-band barrier height \( \Phi_{bf} \) is obtained from Eq. (7) for each temperature and presented in Table 1. The flat-band \( \Phi_{bf} \) is also shown in Fig. 6 as a function of the temperature. The \( \Phi_{bf} \) increases with decreasing temperature in the temperature range of 80–230 K.
Furthermore, the temperature dependence of the flat-band barrier height can be described as:

$$\Phi_{bf}(T) = \Phi_{bf}(T=0) + \alpha T$$  \hspace{2cm} (8)$$

where $\Phi_{bf}(T=0)$ is the flat-band barrier height extrapolated to zero temperature and $\alpha$ is the temperature coefficient of $\Phi_{bf}(T)$. In Fig. 6, the fitting of the $\Phi_{bf}(T)$ yields $\Phi_{bf}(T=0)=0.84eV$ and $\alpha=3\times10^{-4} eV/K$.

3.3. THE ANALYSIS OF THE INHOMOGENEOUS BARRIER AND MODIFIED RICHARDSON PLOT.

The above abnormal behaviors can be explained using an analytically potential fluctuation model based on spatially inhomogeneous barrier heights at the interface [7,12]. Let us assume a Gaussian distribution of the barrier heights with a mean value $\Phi_{b0}$ and a standard deviation $\sigma_B$ in the form:

$$I(V) = AA^*T^2 \exp\left[-qV\left(\Phi_{b} - \frac{q\sigma_B^2}{2kT}\right)\right]$$

$$\times\exp\left[\frac{qV}{n_{ap},kT}\left(1 - \exp\left(-\frac{qV}{kT}\right)\right)\right]$$  \hspace{2cm} (11)$$

with

$$I_o = AA^*T^2 \exp\left(-\frac{q\Phi_{ap}}{kT}\right)$$  \hspace{2cm} (12)$$

where $\Phi_{ap}$ and $n_{ap}$ are the apparent barrier height and apparent ideality factor, respectively. The assumption of the Gaussian distribution for the BH yields the following equation for the barrier height [12]

$$\Phi_{ap} = \Phi_{b0} - \frac{q\sigma_B^2}{2kT}$$  \hspace{2cm} (13)$$

where $\Phi_{b0}$ is the mean BH at zero bias and extrapolated towards zero temperature, $\sigma_B$ is the standard deviation at zero bias. In the ideal case ($n=1$), the expression is obtained as following suggested by [7,8,33]

$$\left(\frac{1}{n_{ap}} - 1\right) = \rho_2 - \frac{q\rho_3}{2kT}$$  \hspace{2cm} (14)$$

where $\rho_2$ and $\rho_3$ are the voltage coefficients that depict the voltage deformation of the barrier height distribution. The experimental $\Phi_{ap}$ vs. q/kT and ((1/n)-1) vs.q/2kT plots obtained from Eqs.(3) and (4), respectively, from Fig. 1 are shown in Fig.7. The temperature dependence of the SBH Au/p-GaAs (100) Schottky diodes (Fig.7) depicts one Gaussian distribution with $\Phi_{b0}(T=0)=0.64$ eV and $\sigma_B=0.042$ eV in the 80-230K. The standard deviation is a measure of the barrier homogeneity. The lower value of $\sigma_B$ corresponds to more homogeneous BH. Clearly, the diode with the best rectifying performance presents the best barrier homogeneity with the lower value of standard deviation. It was seen that the value of $\sigma_B=0.042$ eV is not small compared to the mean value of $\Phi_{b0}$; and it indicates the presence of the interface inhomogeneities. The plot of $n_{ap}$ vs. q/kT should be a straight line that gives voltage coefficients $\rho_2$ and $\rho_1$ from the intercept and slope, respectively (Fig.7(b)). The values of $\rho_2=-0.58V$ and $\rho_3=-0.0018V$ were obtained from the experimental $n_{ap}$ vs. 1/T plot (Fig. 7). The linear behavior of this plot demonstrates that the ideality factor does indeed express the voltage deformation of the Gaussian distribution of the Schottky BH. Furthermore, the experimental results of $n_{ap}$ fits very well with theoretical Eq. (14) with $\rho_2=-0.58$ V and $\rho_3=-0.0018$ V: The continuous solid line in Fig. 2 represents data estimated with these parameters using Eq. (14).

Now, combining Eqs. (12) and (13), we get

$$\ln\left(\frac{I_0}{T^2}\right) - \left(\frac{q^2\sigma_B^2}{2k^2T^2}\right) = \ln(AA^*) - \frac{\Phi_{b0}}{kT}$$  \hspace{2cm} (15)$$

The modified $\ln(I_0/T^2)$ - $q^2\sigma_B^2/2k^2T^2$ versus q/kT plot according to Eq. (15) should give a straight line with the slope directly yielding the mean $\Phi_{b0}$ and the intercept ($\ln(AA^*)$) at the ordinate determining $A^*$ for a given diode area A (Fig. 8). In Fig.8, the modified $\ln(I_0/T^2)$ - $q^2\sigma_B^2/2k^2T^2$ versus q/kT plot gives $\Phi_{b0}(T=0)$ and $A^*$ as 0.17 eV and 3.2x10^{-7} A cm^{-2} K^{-2}, respectively.
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**Fig. 7.** Temperature dependence of barrier height ($\Phi_{B0}$) (a) and ideality factor ((1/n)-1) (b) for Au/p-GaAs(100).

**Fig. 8.** Modified Richardson ln($I_0/T^2$) – $q^2\sigma_0^2/2kT^2$ vs $q/kT$ plot for the Au/p-GaAs Schottky diode according to Gaussian distribution of the barrier height

4. CONCLUSION

The current conduction mechanism across Au/p-GaAs Schottky diode was carried out using (I-V) measurements in the height temperature range of 80–230K. While the zero-bias SBH ($\Phi_{B0}$) increases with the increasing temperature, the ideality factor n decreases with increasing temperature. This observation has been attributed to barrier inhomogeneities explained by assuming a Gaussian distribution of SBHs due to barrier inhomogeneities that prevail at interface. In order to obtain evidence of a Gaussian distribution of BHs, we have plotted $\Phi_B$ vs. 1/2kT graphs, and from which the values of $\Phi_{B0}$ (T=0) = 0.64 eV and $\sigma_0$ = 0.042 eV for mean SBH. The behavior of the flat-band BH was calculated from the I-V characteristics in the range of 80–230 K. The flat-band BH, $\Phi_{bf}$, a fundamental measure of the Schottky barrier which eliminates the effects of image force lowering, is calculated from I-V-T data to be $\Phi_{bf}=0.84$ eV with a negative temperature coefficient, $\alpha$=3 meVK$^{-1}$.
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The long-wave lattice oscillation frequencies of GeS crystal with layered structure are calculated in the limit of linear chain model. The significant smoothing (30-40%) of low-frequency CS-active modes with crystal thickness decrease up to two layers is predicted.
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1. INTRODUCTION

In work of Wieting [1] it is shown that lattice long-wave lattice oscillations (LLO) of layered crystals MoS$_2$ and GaSe can be described within framework of chain model. The main point of Wieting model is that crystal is modeled by chain of atomic plane posited along the direction perpendicular to layers. Each plane contains only one of atoms of crystal unit cell. Each plane consists in only one of atoms of crystal unit cell. The interplane force constants of two types (compression and shift) which are defined from comparison of some calculated frequencies and experimental ones (by parameter number), are model parameters. In GeS case it is necessary to change Wieting model introducing 3 types of force constants, 2 types for atom shift parallel to layers (shift ones) and 1 type for shifts perpendicular to layers (compression ones) correspondingly. Besides, we introduce the additional force constant of each type, the necessity of which is caused by bond structure peculiarity in GeS. It is known that in this crystal the metal atom connects with two chalcogen atoms of neighbor atomic plane with both lengths 2.448Å and at the same time one connects with chalcogen atom positing after neighbor plane with bond length 2.438 Å. [2]. (see fig.1).

The supposed model is the some modification of known Wieting model. There is one more insignificant difference from Viking model which is in the fat that in GeS the interlayer bond is carried out by cations but not anions as it takes place in Wieting model.

2. THE DESCRIPTIONS OF STRUCTURE AND MODEL.

The crystal structure GeS contains 4 formula units in crystal elementary cell. The symmetry space group is $D_{2h}^{16}$.

The crystal elementary cell has two layers which transform into each other by inversion operation. The unique choice of designations of crystallographic axis direction for crystals with the given symmetry space group doesn’t exist in literature. Here we introduce the following designations: “y” corresponds to direction of the least lattice parameter length, “z” is the most length of crystal lattice period (direction perpendicular to layers).

3. CALCULATION

The secular determinant of dynamic matrix by 24 order for GeS in chain model divides on 3 determinants by 8 order. Using the crystal symmetry, each from secular determinants by 8 order can be further reduced on determinants by 2 order, that gives the simple analytical expressions for LLO frequencies. The expansion of GeS oscillation presentation for Brillouin zone center on irreducible representations of $D_{2h}$ point group and corresponding solutions of secular equation of lattice dynamics in chain model are given below:

$$\Gamma_{vib} = 4A_g + 2A_u + 2B_{1g} + 4B_{1u} + 4B_{2g} + 2B_{2u} + B_{3g} + 4B_{3u}$$

(1)
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From them three ones are acoustic branches (B1u + B2u + B3u) and two ones are inactive branches 2A_w.

\[
\omega_{B2u,B3u,B1u}^2 = \frac{(C_{t}^{x,x,x} + C_{w}^{y,z,x})(M_{A} + M_{B})}{M_{A}M_{B}} \tag{2}
\]

\[
\omega_{B3g,B2g,BAg}^2 = \frac{1}{2} \left( C_{t}^{y,z,x} + C_{w}^{y,z,x} \right) + \frac{1}{2} \left( C_{t}^{y,z,x} + C_{w}^{y,z,x} \right) \pm \frac{1}{M_{B}M_{B}} \left( \sqrt{-8(2C_{t}^{y,z,x}C_{w}^{y,z,x} + C_{g}^{y,z,x}, C_{g}^{y,z,x})M_{A}M_{B} + (2C_{t}^{y,z,x}M_{A} + 2C_{t}^{y,z,x}M_{B} + (C_{t}^{y,z,x} + C_{w}^{y,z,x})(M_{A} + M_{B}))^2} \right) \tag{3}
\]

\[
\omega_{B1g,B2g,B3g}^2 = \frac{1}{2} \left( C_{t}^{y,z,x} + C_{w}^{y,z,x} \right) + \frac{1}{2} \left( C_{t}^{y,z,x} + C_{w}^{y,z,x} \right) \pm \frac{1}{M_{B}M_{B}} \left( \sqrt{-8(2C_{t}^{y,z,x}C_{w}^{y,z,x} + C_{g}^{y,z,x} + C_{g}^{y,z,x})M_{A}M_{B} + (2C_{t}^{y,z,x}M_{A} + 2C_{g}^{y,z,x}M_{B} + (C_{t}^{y,z,x} + C_{g}^{y,z,x})(M_{A} + M_{B}))^2} \right) \tag{4}
\]

\[
\omega_{A1u,B1u,B3u}^2 = \frac{1}{2} \left( C_{t}^{y,z,x}M_{A} + (C_{t}^{y,z,x} + C_{w}^{y,z,x})(M_{A} + M_{B}) \pm \sqrt{-8(2C_{t}^{y,z,x}C_{w}^{y,z,x} + C_{g}^{y,z,x} + C_{g}^{y,z,x})M_{A}M_{B} + (2C_{t}^{y,z,x}M_{A} + (C_{t}^{y,z,x} + C_{w}^{y,z,x})(M_{A} + M_{B}))^2} \right) \tag{5}
\]

The fitting of calculated frequencies with the aim of force constant finding is carried out on more reliable data on CS.

The calculated and experimental frequencies LLO GeS

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Experiment</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_g</td>
<td>48, 112, 238, 269</td>
<td>48, 112, 238, 269</td>
</tr>
<tr>
<td>B_1u</td>
<td>isn’t active</td>
<td>70, 243</td>
</tr>
<tr>
<td>B_2u</td>
<td>94, 245 [3,5]</td>
<td>94, 245</td>
</tr>
<tr>
<td>B_4u</td>
<td>75, 130, 281, 329</td>
<td>75, 130, 281, 329</td>
</tr>
<tr>
<td>A_g</td>
<td>201[6]</td>
<td>208</td>
</tr>
<tr>
<td>B_3u</td>
<td>56, 212 [3,5]</td>
<td>56, 212</td>
</tr>
<tr>
<td>B_3u</td>
<td>105, 237, 280 [6]</td>
<td>117, 276, 329</td>
</tr>
</tbody>
</table>

The given below model force constants in $10^4$ dyn/cm units are obtained by the fitting way to CS frequencies which are lattice active oscillations.

\[
\begin{align*}
C_{t}^{y} &= 1.0, C_{t}^{z} = 0.057, C_{w}^{y} = 5.64, C_{g}^{y} = 1.96 \} \\
C_{t}^{x} &= 1.8, C_{t}^{z} = 1.02, C_{w}^{x} = 8.97, C_{g}^{z} = 0.03 \} \\
C_{t}^{x} &= 0.725, C_{t}^{z} = 1.14, C_{w}^{x} = 6.14, C_{g}^{x} = 6.26 \}
\]

The calculated frequencies of IR-active modes not essentially satisfactory agreed with experiment. At an average the declination is 16%. As it is known this situation is characteristic for the force constant model and is explained by the not taking under consideration of long-range electrostatic forces between atoms [1].

4. THE MODEL USE TO LLO FREQUENCY CALCULATION OF GE CRYSTALS

Let’s consider the dependence of LLO frequencies of GeS layered crystals in the dependence on layer number consisting in nano-crystal. The nano-crystals of limited thickness we will imitate by the lattice super-cells with corresponding layer number. For example, the nano-crystal by thickness of 8 layers is modeled by the chain, elementary cell of which consists 8 layers. The lattice period is taken big enough, practically endless. In the result of this we obtain the phonon spectrum of limited crystal.
The comparison of LLO calculated frequencies of GeS volume crystal with nano-crystal by thickness in 2 layers and one layer.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Nanocrystal 1 layer thickness</th>
<th>Nanocrystal 2 layer thickness</th>
<th>Volume crystal</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_1</td>
<td>0, 81, 236, 264</td>
<td>32, 103, 237, 266</td>
<td>48, 112, 238, 269</td>
</tr>
<tr>
<td>B_1g</td>
<td>70, 243</td>
<td>86, 244</td>
<td>94, 245</td>
</tr>
<tr>
<td>B_2g</td>
<td>0, 117, 276, 329</td>
<td>42, 124, 279, 329</td>
<td>75, 130, 281, 329</td>
</tr>
<tr>
<td>B_3g</td>
<td>0, 208</td>
<td>32, 211</td>
<td>56, 212</td>
</tr>
</tbody>
</table>

The zero frequencies appear as a result of disappearance of oscillation modes of hard layers. The frequency dependencies of CS-active modes on layer number defining the nano-crystal thickness are shown on the fig. 2.

![Fig. 2. The frequency dependence of CS-active phonons on layer number defining GeS nano-crystal thickness.](image)

The frequencies of IR-active and inactive modes don’t shift with crystal thickness decrease as it is seen from formula (5) these frequencies don’t depend on intralayer force constant. At thickness in one layer, the frequencies of CS-active oscillations coincide with frequencies of IR-active lattice oscillations of volume crystal. The frequencies of intralayer CS-active modes also weakly change. The low-frequency CS-active modes of LLO significantly smooth.

CONCLUSION

The linear chain model predicts the smoothing of low-frequency CS-active modes with crystal thickness decrease. The frequencies of IR-active and inactive reflections in one-phonon optical spectra and light dispersions don’t change at all with crystal thickness change. The real observation of size effects on phonon spectra is possible at thicknesses not more than 4nm that corresponds to thickness in 8 layers.

---
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The propagation theory of elastic waves: Christoffel equation is the main equation for whole velocities and mutual perpendicular displacement vectors. There are three independent waves with different phase velocities and mutual perpendicular displacement vectors. PACS: GaS, layered crystal, longitudinal and transverse elastic waves, elastic constants, phase transition, Christoffel tensor

Keywords: propagating in direction [100] and polarized perpendicularly to the hexagonal axis, which slightly decreases.

The pressure dependence of velocities of propagation of the elastic waves in gallium sulfide in crystallographic directions [001], [100], [101], [110] and [111] are calculated in pressure range 0-20GPa from Christoffel equations which are solved on values of elastic constants calculated from ab-initio principles, considering the phase transition at 3GPa. It was established that in this interval the wave’s velocities in all directions increases with increasing pressure, excepting the velocity of transverse wave propagating in direction [100] and polarized perpendicularly to the hexagonal axis, which slightly decreases.

It is known that for each direction in the crystal there are three independent waves with different phase velocities and mutual perpendicular displacement vectors. Christoffel equation is the main equation for whole propagation theory of elastic waves:

\[
(p\delta_{ij} - \Gamma_{il}) u_l = 0, \tag{1}
\]

where \(\delta_{ij}\) is the Kronecker symbol, \(\Gamma_{il}\) is the Christoffel tensor.

The velocities of the elastic waves can be defined by different ways. In [1] we have used the modified phase-impulse method [2]. The velocities of ultrasonic waves are measured in [3] on three samples of gallium sulfide by impulse echo-method. The measurements are carried out parallel and perpendicular to the hexagonal C axis at room temperature and pressure. The authors of [4] have calculated the phase velocity by measuring Brillouin frequencies shifts.

Theoretically the velocities of the elastic waves in GaS at 0GPa have been determined from phonon spectrum [5].

In the present paper for definition of dependence of the elastic waves velocities on pressure in GaS layered crystal from first principles the crystal’s elastic constants at hydrostatic pressure values 0, 1, 2, 3, 4, 5, 10, 12, 15 and 20 GPa are calculated. Earlier from ab-initio calculations we established that at hydrostatic pressure ~3.166 GPa the reversible structural phase transition without change of symmetry space group takes place in GaS. Before phase transition (phase P1) the gallium atoms occupy the positions 4(f) (2/3, 1/3, z) and after one (phase P2) they occupy the positions 4(e) (0, 0, z). In present calculations this transition was taken into account.

The calculations are carried out with density functional theory (DFT) [6] in plane wave basis realized in ABINIT code [7]. The calculations were performed using the parallel version of program on 36 computers at Azerbaijan National GRID-segment [8].

For exchange-correlation the local density approximation (LDA) [9] was used. The plane wave energy cutoff was taken 80 Ry. For description of electron-ion interaction the norm-conserving ion pseudopotentials Hartwigsan–Goedecker-Hutter were chosen: 31ga.3.hgh and 16s.6.hgh [10]. The electron configuration \([\text{Ar}]3d^{10}4s^24p^1\) and \([\text{Ne}]3s^23p^1\) are correspondently used for gallium and sulfur atoms. For integration on Brillouin zone we used the grid of k-points with density 8x8x1 generated by Monkhorst-Pack method [11].

To simplify the calculations the crystal’s elementary cell was chosen in rectangular parallelepiped form and consists of 16 atoms: 8 Ga atoms and 8 S atoms. The benefit of using such supercell is that we can easily apply specific strains on this.

The elastic constants are calculated in 3 steps. On the first step the self-consistent calculation were made and wave functions of crystal ground state at some initial structure parameters are calculated.

The relaxation and optimization of atom structure geometry up to obtaining the given pressure value (pressure tensor) is carried out on the second stage. While optimization the atom and lattice configuration parameters are iteratively changed until the forces acted on atoms in the cell not become below the given threshold value 5·10^{-5} Ry/Å and the established pressure accuracyness doesn’t exceed 5·10^{-5} GPa.

The density values of GaS in 0-20GPa pressure interval are calculated on obtained values of elementary cell volume and given in the table 1.

<table>
<thead>
<tr>
<th>P, GPa</th>
<th>(V, 10^{-3} \text{ m}^3)</th>
<th>(\rho, \text{ kg/m}^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase P1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>318.23</td>
<td>4248.5</td>
</tr>
<tr>
<td>1</td>
<td>309.678</td>
<td>4366.83</td>
</tr>
<tr>
<td>2</td>
<td>303.23</td>
<td>4458.66</td>
</tr>
<tr>
<td>3</td>
<td>297.89</td>
<td>4538.59</td>
</tr>
<tr>
<td>phase P2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>295.62</td>
<td>4573.47</td>
</tr>
<tr>
<td>4</td>
<td>290.79</td>
<td>4649.45</td>
</tr>
<tr>
<td>5</td>
<td>286.52</td>
<td>4718.73</td>
</tr>
<tr>
<td>10</td>
<td>269.96</td>
<td>5008.24</td>
</tr>
<tr>
<td>12</td>
<td>264.73</td>
<td>5107.05</td>
</tr>
<tr>
<td>15</td>
<td>257.83</td>
<td>5243.77</td>
</tr>
<tr>
<td>20</td>
<td>248.11</td>
<td>5449.22</td>
</tr>
</tbody>
</table>
On the third step the strains were applied to obtain elastic constants. To ensure that elastic constants are within the linear theory of elasticity small strains are needed (in our case ε=0.001).

As elastic constants are defined in an orthogonal coordinate system, we relate cell parameters to Cartesian system XYZ in the following way: the cell parameter $a$ is parallel to X axis, the cell parameter $b$ is parallel to Y axis and the cell parameter $c$ is parallel to Z axis (exactly to hexagonal C axis). Thus for definition of elastic constants $C_{11}$, $C_{12}$ and $C_{13}$ the strain was applied along X (Y) axis, for $C_{33}$ – along C axis, and for calculation of elastic constant $C_{44}$ the shear deformation between X (Y) and Z axis is given. Using the difference of stress tensors obtained on third and second stages from generalized Hooke's law, the elastic constants of GaS crystal are calculated.

The calculated values of elastic constants under pressure are given in table 2.

<table>
<thead>
<tr>
<th>P, GPa</th>
<th>$C_{ij}$, $10^3$ Pa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_{11}$</td>
</tr>
<tr>
<td>0</td>
<td>13.16</td>
</tr>
<tr>
<td>1</td>
<td>13.82</td>
</tr>
<tr>
<td>2</td>
<td>14.50</td>
</tr>
<tr>
<td>3</td>
<td>14.96</td>
</tr>
</tbody>
</table>

Table 2. GaS elastic constants

Then the Christoffel equations (1) are solved with Wolfram Mathematica program and velocities of propagation of the elastic waves in crystallographic directions [001], [100], [101], [110] and [111] are calculated. The Christoffel tensor components for hexagonal crystals are given in table 3.

The dependences of velocities of propagation longitudinal and transverse elastic waves on pressure in different crystallographic directions for both phases of gallium sulfide are given on fig.1.

It is established that the waves velocities in all directions increase versus pressure rise. Only the velocity of transverse mode propagating in the direction [100] and polarized perpendicularly to the hexagonal axis slightly decreases.

In direction [001] the velocities of transverse waves are equal to each other. In [100], [010] and [110] directions longitudinal and corresponding transverse waves propagate with equal velocities. That’s why only dependence for the direction [100] is given on the figure.

It’s seen from fig.1 that in the first phase the changing under pressure of the wave’s velocities calculated from elastic constants $C_{33}$ and $C_{44}$ characterizing the interlayer interaction is stronger than the changing of other velocities, i.e. the anharmonicity of bond forces between layers is essentially bigger than one of intralayer forces [12]. After phase transition the sharp decrease of elastic constants $C_{33}$ and $C_{66}$ and corresponding wave’s velocities is observed.

The comparison of known velocity values at 0 GPa is given in table 4. The table shows that theoretical and experimental values of velocities in directions [001], [100] and [110] well agree between each other. The small difference of experimental data can be explained by the difference in density values (in [1] $\rho=3750$ kg/m$^3$, in [3] $\rho=3913\pm10$ kg/m$^3$).

We are thankful to Dr N.A. Abdullayev for useful advises.

<table>
<thead>
<tr>
<th>$\Gamma_{ii}$</th>
<th>[001]</th>
<th>[100]</th>
<th>[101]</th>
<th>[110]</th>
<th>[111]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{11} = C_{11} r_i^2 + C_{66} r_i^2 + C_{44} r_i^2$</td>
<td>$C_{44}$</td>
<td>$C_{11}$</td>
<td>$\frac{1}{2} (C_{11} + C_{44})$</td>
<td>$\frac{1}{2} (C_{44} + C_{66})$</td>
<td>$\frac{1}{3} (C_{11} + C_{66} + C_{44})$</td>
</tr>
<tr>
<td>$\Gamma_{22} = C_{66} r_i^2 + C_{11} r_i^2 + C_{44} r_i^2$</td>
<td>$C_{44}$</td>
<td>$C_{66}$</td>
<td>$\frac{1}{2} (C_{66} + C_{44})$</td>
<td>$\frac{1}{2} (C_{44} + C_{66})$</td>
<td>$\frac{1}{3} (C_{11} + C_{66} + C_{44})$</td>
</tr>
<tr>
<td>$\Gamma_{33} = C_{44} r_i^2 + C_{44} r_i^2 + C_{44} r_i^2$</td>
<td>$C_{33}$</td>
<td>$C_{44}$</td>
<td>$\frac{1}{2} (C_{44} + C_{33})$</td>
<td>$C_{44}$</td>
<td>$\frac{1}{3} (2C_{44} + C_{33})$</td>
</tr>
<tr>
<td>$\Gamma_{23} = \Gamma_{32} = (C_{11} + C_{13}) r_i n_i$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\frac{1}{3} (C_{11} + C_{13})$</td>
</tr>
<tr>
<td>$\Gamma_{13} = \Gamma_{31} = (C_{13} + C_{44}) n_i n_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\frac{1}{3} (C_{13} + C_{44})$</td>
</tr>
<tr>
<td>$\Gamma_{12} = \Gamma_{21} = (C_{11} - C_{66}) n_i n_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\frac{1}{2} (C_{11} - C_{66})$</td>
<td>$\frac{1}{3} (C_{11} - C_{66})$</td>
</tr>
</tbody>
</table>

Table 3. Christoffel tensor components for hexagonal crystals
**Table 4.** The elastic waves velocities in GaS at 0 GPa

<table>
<thead>
<tr>
<th>Elastic waves velocities, m/s</th>
<th>Propagation direction</th>
<th>[101]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[1]</td>
<td>3210</td>
<td>1710</td>
</tr>
<tr>
<td>Sample 1</td>
<td>3170</td>
<td>–</td>
</tr>
<tr>
<td>Sample 2</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Sample 3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>This work</td>
<td>2948</td>
<td>1667</td>
</tr>
</tbody>
</table>

(*, ** data obtained from Brillouin spectrum: *direction of wave propagation has angle 2.9° with C axis; **propagation direction has angle 5.1° with C axis).
PREPARATION AND OPTICAL PROPERTIES OF SrAl$_2$O$_4$:Eu$^{2+}$ NANOPHOSPHOR
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In the present work we report preparation oxide nanophosphors for white LEDs. Their emission and excitation spectra before and after sintering were measured. The mean phonon energy for SrAl$_2$O$_4$ was evaluated by Raman method and Huang-Rhys parameter S=9 correspond to strong electron phonon coupling regime.
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1. INTRODUCTION

Light emitting diode (LED) devices are promising solid state lighting (SSL) devices, with great potential to save electrical energy in lighting applications. There are many LEDs that emit different colors of light. UV LEDs emit near UV light from 380 to 410 nm. Blue LEDs emit blue light from 440 to 480 nm (GaN). Green LEDs emit green light from 520 to 560 nm (GaInN), and red LEDs emit red light from 590 to 630 nm (AlGaInP). But for lighting applications, white light is preferred. For LEDs, there are several ways to generate white light. For example, using red, blue, and green LEDs together can generate white light. Using red, blue, and green phosphors to down-convert UV LED emission can also generate white light. The best method is to use yellow/green phosphors to convert part of the blue LED emission to generate white light. This method is also called the binary complementary method [1]. To make white light LEDs, phosphors are often required for light down-conversion. These phosphors are then called LED phosphors. Energy loss during light down-conversion would reduce overall efficiency of the LED device. For this reason, many efforts have been made to search for novel, highly efficient phosphors and to improve the efficiency of the current white light LEDs. LED phosphors normally absorb strongly in the near UV or blue region to down-convert the light emitted by LEDs. Most LED phosphors are from lamp phosphors, TV phosphors, or scintillators. In general, these phosphors work better for LEDs than for fluorescent lamps because LED phosphors are exposed to low energy light (380–470 nm). LED phosphors usually have broad band transitions for absorption and color rendering. Therefore, phosphors with 4f$\rightarrow$5d transitions are good candidates. Their absorption must be at the LED emission and their emission should meet the requirement for color rendering.

Nanophosphors have drawn considerable attention from scientists working on LEDs. Nanophosphor is a novel concept that was developed in early 1990s. For nanophosphors, the physics and engineering are down to a scale of 1–100 nm. Many new physics phenomena were developed for nanophosphors. One of the advantages of nanophosphors is that the internal scattering within the materials is reduced when the size of the nanophosphors is much smaller than the wavelength of the visible light [2]. Also, the refractive index of materials can be modified by mixing materials with different refractive indexes. A better matching of refractive index between LED and phosphor can enhance light extraction. Luminescent intensity is also reported gain in nanocrystalline materials [3]. When materials are in nanoscale, their surface-to-volume ratio is orders larger than that of fine powders (with a size of about 10 mm). Mixing and doping uniformity are also much better for nanophosphors than that for bulk materials during synthesis. Therefore, quality of materials, especially in term of doping uniformity and phase purity, is better and is easier to achieve [4]. As the dopants are well separated and located in each nanoparticle, the energy transfer between identical or nonequivalent emission centers, which can cause concentration quenching, is reduced due to the high surface/volume ratio [5, 6, 7, 8]. By their reduced size, nanophosphors can double the doping concentration without quenching effect. As a result, both absorption and emission intensities of the nanophosphors can reach much higher values. With these advantages, nanophosphors are gradually replacing traditional phosphors in many places for display, indicator, lamp, and LED applications.

In order to achieve sufficient color homogeneity, a significant fraction of small particles is required, which scatter the blue and yellow/green radiation effectively. On the other hand, the stronger the scattering the more blue or yellow/green rays will be reflected back onto the chip or onto the walls of the package before they are finally emitted by the LED.

2. EXPERIMENTS AND RESULTS

Quality of nanophosphors has been greatly improved. Methods for preparation of nanophosphors are usually wet chemical methods, including sol-gel, precipitation, coprecipitation, emulsion, combustion, and spray pyrolysis. SrAl$_2$O$_4$ nanoparticles were prepared alternatively by the combustion method. For this purpose, aqueous solution of Al(NO$_3$)$_3$, Sr(NO$_3$)$_2$, Eu(NO$_3$)$_3$ and an organic fuel were heated to 500°C. At this step, the water evaporates, the nitrates are decomposed and it results in
the ignition of the organic fuel, which yields in the formation of a voluminous SrAl₂O₄ precursor. Nanoparticles are obtained by annealing the precursor material to 1100°C under argon and hydrogen flow.

As suggested by the original article¹, glycine was applied as organic fuel resulting in carbonized dark products (Fig.1).

![Fig.1. Carbonized dark product of combustion synthesis applying glycine as organic fuel.](image)

The wished SrAl₂O₄ precursor was first successfully synthesized after changing the glycine against urea (Fig.2).

![Fig.2. X-ray diffraction analysis of SrAl₂O₄ precursor produced applying urea as organic fuel for the combustion synthesis (Sr-110704).](image)

Further experiments were carried out to test thiourea as organic fuel. However it did not result in a voluminous precursor (Fig.3) and its XRD measurement differs from the calculated SrAl₂O₄ structure (Fig.4).

![Fig.3. Product of combustion synthesis applying thiourea as organic fuel under day light (left) and UV light (right).](image)

Precursor produced applying urea in the combustion synthesis formed a voluminous, white mass, which emits light with red, yellow and blue-green colors under UV-light (Fig.5).
As shown in the Fig.6, all the three parts were characterized as pure SrAl$_2$O$_4$. Green emission must be caused by Eu$^{2+}$ ions, which occupy the Sr$^{2+}$ position in the SrAl$_2$O$_4$ lattice.

Similarly, the red emission is assigned to Eu$^{3+}$ luminescence, reduced to Eu$^{2+}$ after sintering under argon and hydrogen flow. Yellow emission can be caused by lattice defects, which also disappears after sintering at 900°C. This way, the sintering step demonstrated to be important not only to complete the crystallization process but to reduce the remaining Eu$^{3+}$ ions and consequently to obtain the aimed homogeneous green Eu$^{2+}$ luminescence. Fig. 7 shows the emission and excitation spectra of SrAl$_2$O$_4$ before sintering.
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Fig. 7. Emission and excitation spectra of SrAl\(_2\)O\(_4\) before sintering.

In this figure we can see the presence of remaining Eu\(^{3+}\) transitions. This transition (~615 nm) is still observed in the emission spectrum of the phosphor sintered for two hours (Fig. 8) and completely disappears after increasing the sintering time to three hours (Fig. 9).

Fig. 8. Emission and excitation spectra of SrAl\(_2\)O\(_4\) after sintering for two hours.

Fig. 9. Emission and excitation spectra of SrAl\(_2\)O\(_4\) after sintering for three hours.
We made this experiment for different concentration of Eu$^{2+}$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Before sintering</th>
<th>After sintering</th>
<th>Emission (a) and excitation (b) spectra of SrAl$_2$O$_4$ with 2%, 4%, 8% of Eu concentrations after sintering.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr-111018A (2% Eu)</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="graph1.png" alt="Graph" /></td>
</tr>
<tr>
<td>Sr-111018B (4% Eu)</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="graph2.png" alt="Graph" /></td>
</tr>
<tr>
<td>Sr-111018C (8% Eu)</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="graph3.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

We will measure particle size of SrAl$_2$O$_4$: Eu$^{2+}$, from XRD (fig.10) measurement and particle size distribution from photon correlation spectroscopy (PCS) (fig.11) and it is incompatible with size estimated from XRD measurement.
Fig. 10. Particle size of SrAl₂O₄:Eu²⁺ estimated in 50 nm from XRD measurement.

Fig. 11. Particle size distribution of SrAl₂O₄:Eu²⁺ measured by photon correlation spectroscopy.

PCS method is good, but the size can be larger than the obtained by electron microscopy, for example, where the particle is removed from its native environment. Because the PCS is only valid for light being scattered once. Any contribution of multiple scattered light leads to erroneous PCS results and misinterpretations. As a consequence, PCS requires highly diluted suspensions in order to avoid multiple scattering.

\[
D_1 = \frac{0.89 \cdot \lambda}{\beta_1 \cdot \cos \theta_1} = \frac{0.89 \cdot 0.15405 \text{nm}}{\left(\frac{0.162 \cdot \pi}{180}\right) \cdot \cos(14.212)} = 50.02 \text{ nm}
\]

\[
D_2 = \frac{0.89 \cdot \lambda}{\beta_2 \cdot \cos \theta_2} = \frac{0.89 \cdot 0.15405 \text{nm}}{\left(\frac{0.153 \cdot \pi}{180}\right) \cdot \cos(14.659)} = 53.07 \text{ nm}
\]

\[
D_3 = \frac{0.89 \cdot \lambda}{\beta_3 \cdot \cos \theta_3} = \frac{0.89 \cdot 0.15405 \text{nm}}{\left(\frac{0.159 \cdot \pi}{180}\right) \cdot \cos(14.967)} = 51.14 \text{ nm}
\]

2.1 SEM experiment

The object of study was investigated scanning electron microscope (SEM) series SIGMA from the company CORLE ZEISS in different detectors. Detector SECONDARY ELEKTRONS (SE) at WD = 3-20mm voltage not more than 5 kV on the gun. The morphology of the sample. Detector Inlines also studied the morphology, but the permissions on a few orders of magnitude greater stress on the gun over 5kV and the working distance WD = 2.5 mm can be
observed object the size of 2 nm. On BACKSCATTERING DETEKTOR (BSD) to explore the phase difference across the sample at WD = 9-10mm, the voltage on the gun over 5kV. As you know research is conducted at high vacuum of $5 \times 10^{-9}$ mbar.

Fig. 12. SEM images of SrAl$_2$O$_4$:Eu$^{2+}$

Raman scattering spectra (fig.13) of SrAl$_2$O$_4$ and SrAl$_2$O$_4$:Eu$^{2+}$ were measured by Jobin-Yvon 1000 double monochromator with a S20 photomultiplier at room temperature.

Fig. 13. Raman scattering spectra of SrAl$_2$O$_4$
3. DISSCUSSION

Figure 7 presents the excitation and emission spectra of the samples SrAl$_2$O$_4$:Eu$^{2+}$ nanoporphor. This emission is ascribed to the dipol-allowed transition from the lower 4f$^5$5d($^{7}F$) state to the 4f$^7$($^{7}S_{27/2}$) fundamental state of the Eu$^{2+}$ ions [8]. Although 4f electrons are not sensitive to lattice environment, the 5d electron may couple strongly to the lattice. Consequently, mixed states of 4f$^5$5d will be split by the crystal field and will couple strongly to the lattice phonons, resulting in band-broad absorption and emission. In SrAl$_2$O$_4$ the Sr$^{2+}$ ions are in the channels, which are formed by [AlO$_4$] tetrahedra, and from chains in the structure. The Sr$^{2+}$ ions are coordinated by nine oxygen ions, one site more regularly than the other. In SrAl$_2$O$_4$, the Sr$^{2+}$ chains are along the a axis, and the chains in SrAl$_2$O$_4$ consist of two different Sr$^{2+}$ sites. These chains are not perfectly linear. The distance between two successive Sr$^{2+}$ ions is alternately 3.9 and 4.6 Å. However, the distances between the Sr$^{2+}$ ion and it is neighboring oxygen ions are different for the two Sr$^{2+}$ sites. Looking along the a axis, the oxygen ions are rather close to one Sr$^{2+}$ site, whereas the oxygen ions are at a much large distance from the other Sr$^{2+}$ site. Thus, on the former Sr$^{2+}$ site, no preferential orientation of a d orbital is possible due to the fact that the negative charge is a large distance. In general when the grain size reaches nanometer scale, the 5d energy level in rare earth ions varies with the change of the energy gap in host materials. As is well known, the luminescent spectra of lanthanide ions in crystals arise mainly from two types of electronic transitions: 4f$^4$→4f and 4f$^5$→5d transition. The former generally shows sharp line emission while the latter have a broad band character, and the crystalline environment has greater effect on interconfigurational transitions of rare earth than on intraconfigurational transitions within the shielded 4f. This is because the excited states such as 5d are not shielded from the surrounding electronic shell, and the 5d electron has a strong interaction with the neighboring anion ligands in the compound. In addition, the 5d energy level has close relation to the conduction band of the compound. When the grain size becomes small, the band gap may become wide or narrow, and then the 5d energy level also changes correspondingly. The change 5d energy level is related to the following factors: the energy centroid of the 5d orbit, crystal field splitting, Coulomb interaction between 4f and 5d electrons, spin-orbit interaction of 4f electron and spin-orbit interaction of 5d electron. Therefore it is interesting to study the Eu$^{2+}$ luminescence in SrAl$_2$O$_4$ nano-size compound, in order to get a better understanding of the influence of the surroundings in the lattice on the Eu$^{2+}$ luminescence.

The excitation spectrum of SrAl$_2$O$_4$:Eu$^{2+}$ at 300 K for the emission at 518 nm is presented in Fig. 9. The Stokes shift $\Delta S$ can be evaluated from excitation and emission spectra by using an almost mirror-image relationship. We have to consider the maxima of the excitation and the emission spectra corresponding to the lowest excited level. We have used the mirror-image relationship where the maximum of the emission band is calculated to obtain the same mirror shape for the higher energy edge of the emission band and the lower energy edge of the excitation band. The obtained parameters is: Stokes shift – 6205 cm$^{-1}$, FWHM-3056 cm$^{-1}$, mean phonon energy-365 cm$^{-1}$, Huang-Rhys factor S -9. This value S = 9 corresponds to strong electron phonon coupling regime.

Electronic property is fundamentally critical for the luminescent properties of solids. The electronic structure of host lattice could give rise to the fundamental absorption of excitation energy which may then be transferred to the luminescent centers resulting in effective luminescence. Furthermore, lattice vibration can also severely affect the luminescent quantum efficiency through the nonradiative transitions of multiphonon orbit-lattice relaxation of excited states in rare-earth ions doped crystals. Raman scattering spectra (fig.13) of SrAl$_2$O$_4$ and SrAl$_2$O$_4$:Eu$^{2+}$ were measured by Jobin-Yvon 1000 double monochromator with a S20 photomultiplier at room temperature. The 514 nm line of Kr spectra Physics laser was used as excitation source. One intense vibration line dominates the spectra respectively for SrAl$_2$O$_4$ at 465cm$^{-1}$.

CONCLUSION

The SrAl$_2$O$_4$:Eu$^{2+}$ nanoparticle phosphor could be obtain by combustion method. We obtain X-ray diffraction analysis of green, yellow and red emitting parts of SrAl$_2$O$_4$ precursor and saw that all the three parts were characterized as pure SrAl$_2$O$_4$. We obtain emission and excitation spectra of SrAl$_2$O$_4$ before and after sintering and saw that remaining Eu$^{2+}$ transitions on the emission spectrum of SrAl$_2$O$_4$ completely disappears after increasing the sintering time of three hours. As a consequence, PCS requires highly diluted suspensions in order to avoid multiple scattering. We have evaluated the Stokes shift (6205 cm$^{-1}$) and we assume that the SrAl$_2$O$_4$:Eu$^{2+}$ compound has a wider bandgap material and a weaker thermal quenching effect is obtained. The Huang-Rhys parameters S and the phonon energy were determined. This value S = 9 corresponds to strong electron phonon coupling regime.
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