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The radial distribution of current density from the center of the beam to the edges across the radius of the emission field 
was investigated using a miniature probe target placed at a specific distance from the emission point at various beam current 
values from a liquid metal ion source with InSb as the working substance.  It has   been observed that despite the consistent 
geometric dimensions of the emission area at various emission current values, the current density decreases at measurement 
points from the center of the beam towards the edges. The experimental results provide the maximum opportunity to adjust 
the dimensions of thin layers deposited on various substrates using the ion source, as well as to ensure uniform thickness 
distribution across the surface of the samples. 

PACS: 29.25. Ni; 52.25 Th; 81.16. RF 
Keywords: ion source, working substance, ion beam, radial distribution, emission. 

INTRODUCTION 

Presently, the deposition of thin layers of various 
elements and compounds onto surfaces is one of the 
most pertinent areas of research, and, of course, 
various methods known to science and technology are 
employed for this purpose. For example, magnetron 
sputtering, thermal evaporation, electron-beam 
evaporation, and others. Certainly 
electrohydrodynamic ion sources or ion sources from 
metal-liquid alloy (LMAIS) [1,2] are increasingly 
being used to obtain charged particles from various 
substances and alloys and deposit them onto different 
surfaces. The reason for this is that this method allows 
obtaining an intensive ion beam, requires a smaller 
amount of working substance for the ion source, 
allows for the control of the charged particle's exit 
velocity, the possibility of separating the particle beam 
based on their charge and mass, and so on. All of 
these provide additional capabilities to achieve the 
desired quality in the acquired delicate layers. 
However, the uneven distribution of current density in 
the emitted ion beam, which is highest at the center 
and decreases as you move away from the center, 
naturally leads to the formation of areas with varying 
thickness on the surface of the deposited layer, 
creating thin layers. Therefore, there is a need to study 
the radial distribution of current density in the beam 
[3,4]. Measuring the radial distribution of current in 
the beam provides the maximum opportunity to 
control the thickness of thin layers deposited on 
various substrates using ion sources. It helps in 
finding the optimal deposition mode when they are 
placed within the emission field. In this way, it is 
possible to achieve a uniform layer thickness across 
the entire surface of the samples. 

InSb was used as the working material in the ion 
source. InSb is a widely studied semiconductor 
compound. The ease of synthesis and purification, as 
well as the high electron mobility at room temperature 

(which facilitates ionization), encourage the use of 
InSb. The energy bandgap of InSb at a temperature of 
77 K is 0.27 eV, while at room temperature, it is 
0.17 eV. The small bandgap of InSb allows it to be 
used as a photodetector in the near and mid-infrared 
range  (3-5 μm). At the same time, this compound is 
used in the manufacturing of photodiodes, 
thermoelectric generators, as a Hall effect sensor, in 
devices that measure resistance changes in a magnetic 
field, and in various other applications. The deposition 
of ion compound layers based on InSb in an ion 
source allows for the creation of thin films and various 
surface structures, thereby expanding its range of 
applications. 

EXPERIMENT 

The experiment was conducted in a Leybold-
Heraus A700Q vacuum system at a pressure of 
5x10-6 mbar. The overall structural diagram of the ion 
source is presented in Figure 1 [5]. 

Initially, the needles, which are the primary 
components of the ion source, were manufactured 
using a special method from NiCr material and coated 
with InSb material in a vacuum environment. 
Afterward, the InSb-coated needle is placed inside a 
graphite container containing the working material 
and is installed in the ion source. To set up the 
experiment, a piezostage MC-2000 was placed inside 
the vacuum chamber, while the table control system 
was positioned outside the chamber. The connection is 
established between the table and the control panel, as 
well as between the control panel and the computer. 
All wiring and the table are shielded to prevent the 
impact of high voltage on the table control system. 
Additionally, a special collector with a diameter of 
5 mm was prepared and installed on the piezostage to 
register the batch current (Figure 2). After taking all 
the necessary precautions, the experiment was 
conducted in a vacuum environment. 
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Fig. 1.  Ion source diagram: 1 - cathode, 2 - container, 3 - working material, 4 - needle, 

                                            5 - extractor, 6 - bright field, 7 - ion beam, 8 – collector 
 

 
 

Fig. 2. Ion source in the vacuum chamber and the collector circuit located on the piezo stage. 
 

The ion source was heated to the melting 
temperature of the working material using a tungsten 
cathode and then via thermionic emission. 
Subsequently, an accelerating voltage was applied 
between the extractor and the cathode, and ion 
emission occurred at a specific threshold voltage. 
When measuring the beam current in the collector 
circuit, the collector was displaced using the 
piezostage from the control panel located outside the 
chamber. 

The most important characteristic of any ion 
column is the focusing of the ion beam to the smallest 
possible quasi-point dimensions [6]. The minimum 
diameter of the ion beam d at the target is determined 
by the formula 
 

𝑑𝑑 = ��𝑀𝑀𝑑𝑑𝑞𝑞�
2 + 𝑑𝑑𝑠𝑠2 + 𝑑𝑑𝑐𝑐2 + 𝑑𝑑𝑏𝑏2              (1)  

 
Where M is the optical magnification of the ion 
column, 𝑑𝑑𝑞𝑞 − is the virtual (imaginary) size of the 
source, 𝑑𝑑𝑠𝑠 − is the spot size due to spherical 
aberration, 𝑑𝑑с − the spot size due to chromatic 
aberration, and 𝑑𝑑𝑏𝑏 is the diffraction spot. 

Accordingly, 𝑑𝑑𝑞𝑞 𝑑𝑑с and 𝑑𝑑𝑏𝑏 are calculated using the 
following formulas: 
 

𝑑𝑑𝑠𝑠 = 1
2
𝐶𝐶𝑠𝑠𝛼𝛼3,   𝑑𝑑𝑐𝑐 = 𝐶𝐶𝑐𝑐 �

∆𝐸𝐸
𝐸𝐸
�𝛼𝛼,     𝑑𝑑𝑏𝑏 = 0,6 𝜆𝜆

𝛼𝛼
 ,     (2) 

 
where 𝛼𝛼 − is the angle of ion entry into the target, 
𝐶𝐶𝑠𝑠 −is the coefficient of spherical aberration,  𝐶𝐶𝑐𝑐 − is 
the coefficient of chromatic aberration, 𝐸𝐸 − is the ion 
energy, ∆𝐸𝐸 −is its energy spread, and 𝜆𝜆 −  is the de 
Broglie wavelength of ions, which is calculated by the 
formula 
 

               𝛼𝛼2 = 𝐼𝐼

𝜋𝜋𝑀𝑀2(𝑑𝑑𝑑𝑑𝑑𝑑Ώ)
                        (3) 

 
where 𝐼𝐼 −is the primary ion current, and Ώ− is the 
angular spread of ions in the beam. 

Analyzing equations (1) - (3), it can be 
concluded that the optical magnification of the ion 
column is initially determined by the size and design 
of the column, and its value can vary within small 
limits by adjusting the potential on the condenser lens. 
It's important to consider that the de Broglie 
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wavelength for ions is negligibly small compared to 
that of electrons, which is why the impact of 
diffraction on blurred spots is typically disregarded. 
The angle of ion entry (acceptance) is determined by 
the choice of the aperture limiting the ion current. At 
high ion currents (1-100 nA), spherical aberration 
makes the main contribution to the diameter of the ion 
beam, while in the range of moderate currents (10-50 
pA), its influence becomes insignificant. At currents 
below 10 pA, the virtual size of the source becomes 
the primary contributor. Therefore, from a practical 

standpoint, the beam diameter is significantly 
influenced by the accelerating voltage, the total ion 
current, the energy spread of ions, and the virtual size 
of the source. In the future, we will examine in more 
detail the relationship between these parameters and 
the type of ions used in EHD sources. As an example, 
Figure 3 shows the dependence of the gallium beam 
diameter on the ion current in comparison with the 
most well-known sources used in modern Focused Ion 
Beam (FIB) systems [7]. 

Fig. 3. The dependence of the ion beam diameter on the ion current for various sources used in modern Focused Ion 
Beam (FIB) systems [7]. 

Fig. 4. Radial distribution of current density of the ion beam. 
1) Ibeam=30µA, U=6,3kV;  2) Ibeam=50µA, U=6,5kV;  3) Ibeam=70µA, U=6,5kV

The experiment was repeated at three different 
cluster current values (30 µA, 50 µA, 70 µA), and the 
radial distribution in the collector circuit was 
measured. The graphs of the radial current density 
distribution for each cluster current value are shown in 
Figure 4. When measuring the radial current 

distribution, if the beam radius is known, it allows for 
the calculation of the total divergence angle of the ion 
beam. In our experiments, the distance between the 
collector and the ion source was approximately 42 
mm, while the beam current radius was about 44 mm. 
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𝛼𝛼 = 2 arctg
𝑙𝑙
𝑟𝑟

 = 2 cot
42
44

= 2 arctg (1,04) ≈ 2 · 46° ≈ 92° 

Here, 𝑙𝑙 − represents the distance between the collector 
and the ion source,  𝑟𝑟 − is the radius of the current 
beam, and α − is the emission angle. In scientific 
literature, it has been demonstrated using transparent 
electron microscopes with electron energies of 1 MeV 
that the total scattering angle from the Taylor cone at 
the tip of the needle for materials such as Au, AuSi, 
CoGe, CoNd, In, Pb, and others during the ion 
emission process is in the range of 90° to 100° [8,9]. 
Clearly, the calculated emission angle in our 
experiments matches the values stated in the literature. 
This once again serves as strong evidence that we 
accurately determined the center of the ion beam 
during our measurements. 

RESULTS 

Measurements were conducted at three different 
cluster current values (30 µA, 50 µA, 70 µA). In all 
three cases, a point in the collector circuit where the 
cluster current had the maximum value was identified 
and taken as the center of the ion cluster. Then, the 
piezostage was set in motion, and the beam current 
magnitude was measured at intervals of approximately 
1 mm. The current density value at each point was 
calculated based on the recorded beam current values. 
The calculated scattering angle, based on the 
dimensions of the ion source and the ion beam from 
the emitter, corresponds to the sizes obtained by other 
authors and accepted in the literature. 
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HEAT CAPACITY OF ELECTRONS IN KANE-TYPE SEMICONDUCTOR TUBE 
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Department of Physics, Süleyman Demirel University, 32260 Isparta, Turkey 
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The energy spectrum and heat capacity of Kane electrons on the surface of a nanotube are investigated. It is shown that 
for high temperatures the specific heat of Kane electrons on the surface of a nanotube is 4 times greater than the specific heat 
of the semiconductor nanotube with parabolic dispersion laws and for low temperatures the specific capacity is equal to 2𝑘𝐵.

Keywords: Nanotube, Kane type semiconductors 
PACS:7478.-w 

Recently, low-dimensional semiconductor 

systems have become the object of great interest due 

to their wide application in technology. Scientists are 

increasingly interested in semiconductor 

heterostructures with curved surfaces, quantum dots, 

and nanotubes. 

The extraordinary electrical properties of 

nanotubes make them one of the main materials of 
nanoelectronics [1,2]. Nanometer-sized electronic 

devices are created based on nanotubes. 

Thermodynamic properties of the electron gas on the 

surface of a nanotube have been studied in Ref. [3]. 

An analytical expression for the energy of a 

relativistic electron on a nanotube in an external 

magnetic field was obtained using the Dirac equation 

in [4]. 

In the work [4], authors utilized the Dirac 

equation to find the energy of electrons on the 

nanotube surface in the presence of a magnetic field. 

Using this energy spectrum, the thermodynamic 
functions of the nanotube at low and high 

temperatures were calculated. Rubens R.S. et al [5] 

calculated the thermodynamic properties of the 

quantum ring according to the solutions of both Dirac 

and Schrödinger equations. Ref. [6] Ermolaev studied 

the thermodynamic properties of degenerate and non-

degenerate electron gas on the semiconductor 

nanotube surface in a magnetic field. 

The heat capacity and magnetic properties of 

electrons in superlattices on the surface of the 

nanotube in a magnetic field orientated along the axis 

of the nanotube were studied in [7]. In paper [8], the 

energy spectrum of the one-dimensional Kane 

oscillator was found, and it was found that the heat 

capacity is four times larger than the heat capacity of 

the one-dimensional harmonic oscillator at high 

temperatures. 

Ref. [9] studied the heat capacity and magnetic 
moment of a lattice of non-interacting nanotubes in a 

magnetic field. 

In this paper, the standard tube model is used: a 

sheet of non-interacting 2D electron gas is twisted into 

a tube shape. This model allows us to obtain the 

energy spectrum of electrons on the nanotube surface. 

In this study, we used the Kane model, which takes 

into account the interaction of the conduction and the 

valence bands. Kane's model allows us to express the 

energy spectra of electrons, light holes, and spin-

orbital splitting holes on the surface of the nanotube. 

Using the energy spectrum of carriers on the surface 
of a tube calculated the heat capacity of non-

degenerate electrons in a Kane-type semiconductor 

tube. The study of the heat capacity of objects is very 

important in physics since the specific heat depends 

on the internal state of the substance and the 

movement of its constituent particles. 

We consider a non-interacting two-dimensional 

electron gas on the nanotube surface out of Kane type 

semiconductor. The Kane equations has the form [10]: 

1 3 4 5 7 8

2 1
0

3 32 6 3
z z

Pk Pk Pk
EC C Pk C C Pk C C           (1) 

2 4 5 6 7 8

2 1
0

3 36 2 3
z z

Pk Pk Pk
EC C Pk C C C Pk C          (2) 

 1 3 0
2

g

Pk
C E E C     (3) 

 1 2 4

2
0

3 2
z g

Pk
Pk C C E E C      (4) 
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            2 1 5

2
0

3 2
z g

Pk
Pk C C E E C                                                    (5) 

 

         2 6 0
2

g

Pk
C E E C             (6) 

 

 2 1 7

1
0

33
z g

Pk
C Pk C E E C                                          (7) 

 

          1 2 8

1
0

33
z g

Pk
C Pk C E E C                                          (8)    

 

The parameter P characterizes the interaction between the conduction and valence bands. Eg the band gap 

energy, Δ the value of spin–orbital splitting, and
x yk k ik   k i  , Ci are envelope functions. Substituting 

expressions (3)–(8) into formulas (1) and (2) we obtain 

 

0
12

3
2,13

2































 C

EEEE

P
E

gg

                                    (9) 

 

where Δ3 is the three-dimensional Laplacian. In cylindrical coordinates the eigenfunctions  

  

1,2 1,2exp( )zC A im ik z Q                                                            (10) 

 

where A is a normalization factor and the energy spectrum of carriers in a Kane-type semiconductor tube is 

satisfies  
 

 

2
2

2

2 2

( )( )3
0

(3 3 2 )

g g

z

g

E E E E E m
k

P E E 

      
          

                                       (11)   

 
As can be seen from the formula (11), the energy spectra of charge carriers are doubly degenerate.        

For the strong spin-orbit approximation  Eq. (11) transforms as 

 

2 2
2

2

2
( )

3
g z

P m
E E E k



 
   

 
                                                     (12) 

The matrix element 
2P  is expressed in terms of the effective mass of electrons 

nm as 

2 22

3 2g n

P

E m
                                                                   (13)                   

If we choose zero of energy in the middle of the energy gap 
2

gE
E E  we find 

the energy levels of electrons (sign + ) and light holes                         

 

             

2 2 2
2

24 2

g g

z

n

E E m
E k

m 

 
    

 
                                                     (14) 

 

The expression inside the square root is the sum of the square of the energy of the motion of the electron along 

the axis of the tube and the square of the energy of the charged rotator in the magnetic field. The canonical 

partition function is defined as 
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mkz

z

E

mk

z e


  (15) 

𝛽 = (𝑘𝐵𝑇)−1, 𝑘𝐵 −is the Boltzmann constant. The summation over kz can be transformed into integral as:

2
2 2

2

0
2

g
z m

m k nz

z

E
k u

E m

z

mk m

L
z e dk e






  


    (16) 

where 

2 2

24 2

g g

m

n

E E
u

m 
   (17) 

The integral over 
zk can be calculated by substituting 

1
2 2

2

g

z m

n

E
k u sh

m
 



 
   
 

  (18) 

By using the following formula [11] 

   
0

xchK x d ch e 

  


   (19) 

we find the partition function as 

 

1
2 2

1
2

g

m m

mn

EL
z u K u

m






 
  

 
  (20) 

If we ignore the quantization of the circular motion and go from summation to integration for the quantum 

number m, we get  

m

dt



 

   (21) 

where 

1
2 2

2

24 2

g g

n

E E
t u

m 



  
     

  

 (22) 

We use the following formula [12] 

       
1

1 2 2 12
a

x x a K cx dx c K ac


  

  



  

    (23) 

We have the partition function as 
1

1
12 2

2 2
32

2

1
2

2 2 2 2

g g

n

EL
K

m
 

 


      

       
     

                               (24) 

The heat capacity is defined as 
2

2

2
lnBC k z







 (25) 

If 
2

gE
 <<1, we should use [11] 

   
1

2

x
K x



 



 
  

 
 (26) 

From (25) we find 2 BC k atT  . Since the 

energy spectrum of the Kane electrons is 2-fold 

degenerate, the specific heat of Kane electrons is 4 

times greater than the specific heat of the 

semiconductor nanotube with parabolic dispersion 
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laws [9]. If 
2

gE
 >>1 we can use the asymptotic 

formula 

 
24 1

1
2 8

xK x e
x x



   
  

 
          (27)                                                        

The heat capacity is now reduced
BC k . Unlike 

tubes with a parabolic dispersion law, the specific heat 

of electrons in Kane tubes is 2 
Bk  at low 

temperatures. 

CONCLUSIONS 

In this work, the energy spectrum and heat 

capacities of electrons on the surface of Kane-type 

semiconductor tubes are calculated, taking into 

account the nonparabolicity energy spectrum of 

electrons. it is shown that the heat capacity is equal to 

4 kB at high temperatures and 2 kB at low 
temperatures. 
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Highly photosensitive thin films of the Cu3In5S9 compound were obtained by the method of instantaneous thermal 
evaporation of a substance in vacuum. Impurity photoconductivity and an impurity absorption band with a maximum at 
1,15 eV were detected. It is assumed that the high concentration of impurity electronic states is due to the presence in the films 
of a high concentration of cation and anion vacancies in the structure of the crystal lattice. 

Keywords: Cu3In5S9, thin film, photoconductivity, absorption, vacancies, defective crystal 
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INTRODUCTION 

The scientific literature provides data on the 
existence in the Cu-In-S ternary system of ternary 
semiconductor phases CuInS2, CuIn11S17, CuIn5S8, 
Cu3In2S6 and Cu3In5S9, which have relatively close 
melting temperatures and a narrow region of 
homogeneity in the phase diagram [1]. Studies of the 
physical properties of these phases have shown their 
features that are of practical interest in the fields of 
photonics, optics, optoelectronics and photocatalysis 
[2-6]. The production of Cu-In-S thin films by spray 
pyrolysis [7] showed that the composition of the 
deposited thin film predominantly corresponds to the 
chemical formula Cu3In5S9. The semiconductor 
compound Cu3In5S9 is formed in a quasi-binary system 
according to the reaction formula  

3Cu2S + 5In2S3 →2 Cu3In5S9

Crystals of the In2S3 compound are defective 
crystals and, depending on temperature, have α-, β- and 
γ-phase states. The crystal structure refers to a spinel 
structure in which cation vacancies are randomly 
arranged in octahedral or octahedral and tetrahedral 
positions. The CuIn5S8 compound also crystallizes in a 
spinel structure and has 25% vacancy in the cation 
sublattice and is classified as a defect crystal. 

It was shown in [8] that the compound Cu3In5Te9, 
isostructural to Cu3In5S9, also has 11.6% vacancies in 
the cation sublattice of the crystal structure. The 
Cu3In5S9 compound crystallizes in a monoclinic 
structure with cell parameters a = 0,660 nm, b = 0,691 
nm and c = 0,812 nm and β = 890 [8]. Cu3In5S9 single 
crystals are brittle and easily break off mechanically 
along the crystallographic c axis, forming a mirror-
smooth surface. 

PREPARATION AND EXPERIMENTAL 
PROCEDURE 

The Cu3In5S9 compound was synthesized in an 
evacuated quartz ampoule with a conical end, by direct 
melting of individual components taken in 
stoichiometric ratios. The synthesis of a charge with a 
total weight of 20 g was carried out in a horizontal 
position of the ampoule. Therefore, the substance was 
evenly distributed along the length of the ampoule and 
had a homogeneous large-block composition. Thin 
films of Cu3In5S9 were obtained by thermal evaporation 
of a grain of crystal dust in a vacuum chamber. The 
synthesized substance was crushed into dust particles 
with an average size of 100 mkm and poured into a 
hopper equipped with a special device capable of 
controlled delivery of the substance into a glass ceramic 
crucible. After filling, the chamber was pumped out to 
10-5 mm Hg. Art. and the crucible was heated to 
1240°C. Dust particles entering the crucible instantly 
evaporated without contacting the walls of the crucible. 
High-quality glass-ceramic was used as a substrate. 

The photoconductivity of thin films was measured 
in a stationary mode by irradiating the sample with light 
from a halogen lamp. A diffraction monochromator 
with double dispersion was used as a monochromator. 
Photoluminescence of thin films was studied under the 
influence of second harmonic radiation (532 nm) of a 
pulsed Nd:YAG laser. The duration and power of the 
light pulse were 12 ns and 0,4 MW, respectively. 

EXPERIMENTAL RESULTS AND DISCUSSIONS 

Thin films of Cu3In5S9 obtained by the above 
method had high photosensitivity. The ratio of the dark 
resistance of the film to the resistance illuminated with 
white light of 200 Lux of a sample with a thickness of 
0,5 mm was ≥102 times. 

In Figure 1 shows the photocurrent spectra of a 
Cu3In5S9 thin film at temperatures of 100 K (1) and 
300K (2), calculated per unit photon. Photocurrent 
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spectrums cover a fairly wide range of radiation 
energies (0,9...3,3 eV). Taking into account the data 
from [8], the long-wavelength edge of the spectrum in 
the range of 0,9...1,5 eV is formed by impurity 
photoconductivity, since the band gap of the Cu3In5S9 
crystal is 1,62 eV at 15 K. The maximum 
photosensitivity of thin films is achieved at about 2 eV 

photon energy. With an increase in temperature from 
100 K to 300 K, the maximum of the spectrum 
increases almost 3 times. Considering that the spectra 
of a thin film covers a significant part of the solar 
radiation spectrum on the Earth's surface, we can 
recommend Cu3In5S9 films as the active substance of a 
solar cell. 

 

 
 

Fig. 1. Photocurrent spectra of a Cu3In5S9 thin film at temperatures of 100 K (1) and 300 K (2). 
 

 
Fig. 2. Cu3In5S9 spectra of the absorption coefficient of the thin layer. 

The absorption coefficient spectra of Cu3In5S9 
thin films are in agreement with the photocurrent 
spectrum (Fig. 2). Impurity absorption in the absorption 
coefficient spectrum of a thin film is expressed as an 
absorption band with a maximum of 1,15 eV. The value 
of the impurity absorption maximum is approximately 
two times lower than the intrinsic absorption 
maximum. This means that in a thin film of Cu3In5S9 
there is a huge concentration of impurity states caused 
by cation and anion vacancies of the crystal lattice. 

As a result of various studies, donor levels with 
burial depths ED1=0,017eV, ED2 = 0,28eV, ED3 = 0,76eV 

and an acceptor level with activation energy EA=0,16eV 
were identified in Cu3In5S9 crystals. Therefore energy 

 
∆Е = Еg – (ЕD2 + ЕА) = 1,18 eV            (1) 

 
It turns out that it is close to the maximum of 

impurity absorption and therefore it can be assumed 
that in the crystal there is a large concentration of donor 
and acceptor impurity states, which determine the 
impurity absorption. 

The impurity absorption coefficient is expressed 
by the formula [10]: 
 

К =  256𝜋𝜋е2 ħ|𝑃𝑃𝑣𝑣𝑣𝑣|²𝐸𝐸𝑣𝑣
1
2 

𝑅𝑅𝑐𝑐𝑚𝑚2ħ𝜔𝜔(𝑚𝑚𝑣𝑣𝐸𝐸𝐷𝐷)3/²
 ∑

𝑚𝑚𝑝𝑝

3
2

�1+(𝑚𝑚𝑣𝑣𝐸𝐸𝑣𝑣/𝑚𝑚𝑣𝑣𝐸𝐸𝐷𝐷)�𝑣𝑣 (𝑁𝑁𝐷𝐷 − 𝑛𝑛𝐷𝐷)                            (2) 
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where, (ND-nD) is the concentration of free electronic 
states at donor levels, R is the reflection index, Pvc -is 
the matrix element of the momentum operator, 
Ev=ħω-ED-Eg is the kinetic energy of the electron in the 
valence band. As can be seen in (2), the absorption 
coefficient linearly depends on the concentration of free 

electronic states at donor levels. The comparable values 
of the impurity and intrinsic absorption coefficients 
indicate the presence of a high concentration of donor 
and acceptor electronic states, caused by cationic and 
anionic vacancies of the  
crystal lattice. 

Fig. 3. Photoluminescence spectrum of a Cu3In5S9 thin film excited by a laser pulse. 

The photoluminescence spectrum of a Cu3In5S9 
thin film at 300 K is shown in Fig. 3. The spectrum 
covers the region of impurity absorption, and the 
maximum emission is observed at 1,39 eV. Apparently, 

in the recombination of nonequilibrium electrons 
excited by laser radiation, the main role will be played 
by the depleted donor level with a depth of ED2=0,28eV. 
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The energy spectrum and heat capacity of Kane electrons on the surface of a nanotube in a longitudinal magnetic field 
are investigated for degenerate electron gas. It was shown, that at low temperatures, the specific heat of electrons on the 
surface of the tube varies linearly with temperature. 

Keywords: Nanotube, Kane type semiconductors. 
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Low-dimensional systems based on 
semiconductors have been the object of great interest 
for many years since there are numerous applications 
in technology based on these systems. The interest of 
scientists in semiconducting heterostructures, quantum 
dots [1,2], and nanosystems on curved surfaces 
increases.  

In the paper, Ermolaev [3] thermodynamic 
functions have been calculated in the effective mass 
approximation for degenerate and nondegenerate 
electron gases on the semiconductor cylindrical 
nanotube surface in a longitudinal magnetic field.  

An analytical expression for the energy of a 
relativistic electron on a nanotube in an external 
magnetic field was obtained using the Dirac equation 
in [4]. Using this energy spectrum, the thermodynamic 
functions of the nanotube at low and high 
temperatures were calculated. The thermodynamic and 
magnetic properties of electrons in superlattices on the 

surface of a nanotube in a longitudinal magnetic field 
are investigated in Ref. [5]. 

A standard nanotube model is used: a sheet of 
2D electron gas rolled into a cylinder with metallic 
conductivity. The peculiarity of this model system is 
that it allows us to obtain an exact solution to the 
problem of the electron energy spectrum.  

In this work, using a three-band Kane's model 
including the conduction band, light, and spin–orbital 
hole bands, the energy spectrum of carriers on the 
surface of a tube in a vertical magnetic field is 
derived.  

In the three-band Kane's Hamiltonian, the 
valence and conduction bands interaction is taken into 
account via the only matrix element P (the so-called 
Kane's parameter). The system of Kane equations 
including the nondispersional heavy hole bands has 
the form [6]: 

mailto:arifbabanli@sdu.edu.tr
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Here P is the Kane parameter, Eg the band gap energy, Δ the value of spin–orbital splitting, and

x yk k ik± = ± , Ci are envelope functions. The zero of energy is chosen at the bottom of the conduction band. 
For a uniform magnetic field H directed along the z-axis, the vector potential may be chosen in the form 







−= 0,

2
.,

2
. xHyHA


(9) 

 ±k  have the forms 

±±± λ±→ r
2
1ikk H (10) 

where 

,iyxr ±=±  
c

eH
H


=λ        (11) 

Substituting expressions (3)–(8) into formulas (1) and (2), and using relations (9), (10) we obtain two coupled 
equations for the spin-up and the spin-down conduction band: 

  �
−𝐸𝐸 + 𝑃𝑃2

3
� 2
E+𝐸𝐸𝑔𝑔

+ 1
E+𝐸𝐸𝑔𝑔+𝛥𝛥

� �−𝛻𝛻2 + 𝜆𝜆𝐻𝐻𝐿𝐿𝑧𝑧 + 1
4
𝜆𝜆𝐻𝐻2 𝜌𝜌2�

± 𝑃𝑃2𝜆𝜆𝐻𝐻
3

� 1
E+𝐸𝐸𝑔𝑔

− 1
E+𝐸𝐸𝑔𝑔+𝛥𝛥

�
�𝐶𝐶1,2 = 0               (12) 

where Lz z component of angular momentum operator  and ρ2=x2+y2, 2∇ is the three-dimensional Laplacian. In
cylindrical coordinates the eigenfunctions   

1,2 1,2exp ( )zC A im ik z Qϕ= +                                                 (13) 

where A is a normalization factor and the energy spectrum of carriers in a Kane-type semiconductor tube is 
satisfies  

( )( )
2

2

2
2 2

1

1
3 2

3 3 2Δ 3 3 2Δ

H
g g

z H
g g

m λ ρE E + E E + E + Δ Δ+k ± λ
P E + E + ρ E + E +

 + 
 =   (14)   

Here the magnetic quantum number m has the values 0, 1, 2,...m = ± ± .For the strong spin-orbit 
approximation, ∆→∞ Eq. (14) transforms as 

22
2 2

2

2 1 1 1( )
3 2 2g H z H
PE E E m λ ρ +k ± λ

ρ
  + = +     

(15) 

The matrix element 2P  is expressed in terms of the effective mass of electrons nm as 
2 22

3 2g n

P
E m

=


(16)

If we choose zero of energy in the middle of the energy gap 
2

gE
E E→ − we find the energy levels of 

electrons (sign + ) and light holes   

( )
2 2

2 2 2
24 2

g g
z

n

E E
E m f f k

m
ρ

ρ
 = ± + + ± + 


(17) 
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The energy spectrum is a sequence of one-dimensional subbands with the number m. 
where  

𝑓𝑓 = 𝜌𝜌2𝜆𝜆𝐻𝐻
2

= 𝛷𝛷
𝛷𝛷0

(18) 

2HπρΦ =  is the magnetic flux and 0
2

e
π

Φ =


is the flux quantum. As seen from Eq. (17) the energy 

spectrum of electrons in the surface tube is not additive. Under the radical is the square of the energy of the 
longitudinal motion of the Kane electron in the tube and the square of the energy of a charged rotator in a 
magnetic field.   

For the energy spectrum (17) the density of states of a Kane-type nanotube can be written as 

𝑔𝑔(𝐸𝐸) = � 𝛿𝛿�𝐸𝐸 − 𝐸𝐸𝑙𝑙𝑘𝑘𝑧𝑧𝜎𝜎�
𝑙𝑙𝑘𝑘𝑧𝑧𝜎𝜎

= 𝐿𝐿𝐸𝐸
𝜋𝜋 2

2 n

g

m
E

∑ Θ(𝐸𝐸−𝑢𝑢𝑚𝑚𝑚𝑚)

�𝐸𝐸2−𝑢𝑢𝑚𝑚𝑚𝑚
2

𝑚𝑚𝜎𝜎  (19) 

where Θ(𝑥𝑥) is the Heaviside function and 

( )
2 2

2
2 ; 1

2 4
g g

m
n

E E
u m f f

mσ σ σ
ρ

 = + + + = ± 


       (20) 

As seen from Eq.(19) the density of states has a singularity, when energy coincides with umσ it is convergent to 
infinity. Using the density of states (19) we can calculate the number of electrons N, their energy E, chemical 
potential, and heat capacity C. We consider degenerate electron gas at the surface in Kane type of semiconductor 
nanotube. The total number of electrons can be found as follows. 

( ) ( ) ( )(E)
2

z z m

z

mk mk u

dkLN f E f E dE f g E dE
dE

σ
σ σπ

∞ ∞

−∞

= = =∑ ∑ ∫ ∫ (21) 

where f(E) Fermi-Dirac distribution functions. The total energy of electrons 

𝑈𝑈 = ∫ 𝐸𝐸𝑔𝑔(𝐸𝐸)𝑓𝑓(𝐸𝐸)𝑑𝑑𝐸𝐸∞
0   (22) 

At zero temperature the number of electrons 

(E)
u

N g dE
µ

= ∫ (23) 

After integration we get 

2 2
2

2 n
m

mg

mLN u
E σ

σ

µ
π

= −∑


(24) 

the energy of electrons in Kane type nanotube according to (22) 

2 2 2
2

2 1
2

n
m m

mg m

mLU u u Arcch
E uσ σ

σ σ

µµ µ
π

 
= − + 

 
∑


(25) 

By using the Sommerfeld method [7] we find temperature correction of the energy of electrons in nanotube 

( )
2 2 2

'(T) ( ) g( )
6
Bk TE gπδ µ µ µ≈ +    (26) 

Expressing µ in (26) using the zero-order 

approximation 0µ µ= . İf μ lies far from the borders 

of the subzones the specific heat of electrons at the 
surface nanotube is 



THERMODYNAMIC FUNCTIONS OF ELECTRONS IN KANE TYPE SEMICONDUCTOR TUBE 

17 

𝐶𝐶 = 2𝜋𝜋2𝑘𝑘𝐵𝐵
2𝑇𝑇

3
g(μ) (27) 

                                               
From these formulas, it is seen that with the change in 
the magnetic field, every time the um coincides with 
the Fermi boundary the heat capacity experiences a 
sharp jump, i.e. has a peculiarity. 

CONCLUSIONS 

The thermodynamic functions of degenerate 
electrons on the surface of Kane-type semiconductor 
nanotubes in a longitudinal quantizing magnetic field 
are calculated. It has been observed that the specific 
heat and density of states oscillates as the magnetic 
field varies. 
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In this paper, we’ve got the law of variation of dynamic viscosity in the nonstationary regime, i.e. directly in the 
process of performing technological operations on the basis of input and output information. A formula that establishes a 
relationship between the viscosity in the nonstationary and stationary regime is also obtained. 
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PACS: 83.10.Mj; 83.85.Cg; 83.85.Jn 

INTRODUCTION 

 A large number of theoretical and experimental 
studies have been devoted to the investigation of 
fundamental thermophysical parameters of liquids 
[1-3]. Interest in researching the thermophysical 
properties of liquids is due to the fact that by 
controlling these properties with the help of various 
physical fields it is possible to increase the efficiency 
of technological processes. 

Taking into account that the thermophysical 
parameters of the liquids are very sensitive to the 
conditions for their determination, in order to increase 
the accuracy of the measurements, the laboratory 
experimental setups have become more and more 
complicated all the time, and it was still impossible to 
completely simulate the real conditions. 

It should be noted that in nature all real processes 
are nonstationary and therefore methods for 
determining the thermophysical parameters of liquids 
based on stationarity of processes have limits of 
applicability. Thermophysical parameters of liquids, 
determined on the basis of stationarity of processes, 
are constant and do not change with time. And in the 
case of non-stationary processes, the thermophysical 
properties of liquids vary with time, i.e. the relaxation 
of the parameters takes place, and the relaxation time 
of these parameters is different. In this connection, in 
order to determine thermophysical parameters in the 
nonstationary regime, a method is proposed that 
would make it possible to establish a relationship 
between stationary and nonstationary properties of 
liquids. 

THEORETICAL STUDIES AND DISCUSSIONS 

One of the important thermophysical parameters 
of liquids, as is known, is the dynamic viscosity. In 
non-stationary mode, the pressure drop, as well as the 

fluid flow rate varies with time. Then it is obvious that 
the formula for determining the viscosity coefficient 
derived for the case of constant pressure and flow of 
liquids will differ from the formula for the variable 
pressure and the flow rate of the liquid. 
The laminar stationary motion of a viscous liquid in a 
capillary tube is described by the equation: 

0)1( 2

2
=

∆
++


p
dr
d

rdr
d υυη  (1) 

The amount of fluid flowing through the cross section 
of the pipe per unit time, i.e. flow rate is determined 
by the formula: 

∫ ==
R

constdrrrQ
0

)(2 υπ  (2) 

From the solution of equation (1) under the conditions 
0)( =Rυ , ∞≠)0(υ   and using Eq. (2) to 

determine the viscosity coefficient, the formula 

  
∞

∞∆
=

Q
pR

8

4π
η  (3) 

Where the index «∞ » corresponds to the stationary 
motion, i.e. ∞→t . Formula (3) determines the 
viscosity in a stationary state. In the nonstationary 
regime, the viscosity )(tη  as well as the stationary 
one is theoretically determined by solving the inverse 
problem for the Navier-Stokes equation. From the 
solution of this equation, one can find the relationship 
between viscosity in the nonstationary )(tη  and 
stationary regime η . The nonstationary laminar 
motion of a viscous incompressible fluid in a capillary 
tube is described by a differential equation:
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2 tp
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t
t

∆
+

∂
∂

+
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=
∂
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To solve the differential equation (4), the averaging method [4] is applied. Following [4], we introduce the 
function ( )tϕ
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Taking into account (5), the differential equation (4) is written as follows 
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The solution of this equation under the conditions noted above has the form: 
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The flow rate through the pipe cross-section is determined by the formula 
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To determine )(tϕ let’s put the value ),( trυ  from (7) into (5), then we have 
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Performing differentiation in (9), we obtain the following equation for determining )(tϕ  
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The solution of this equation is expressed by the formula 
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from joint solution (8) and(11) we get an equation for determining the 

viscosity coefficient for the nonstationary motion of a viscous liquid in a capillary tube: 
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Solving equation (12) we obtain the following formula for determining the non-stationary viscosity 
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Obviously, if constp =∆  constQ = then formula (13) coincides with formula (3) for the stationary case. 
From a comparison of (3) and (13) we have 
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Formula (14) establishes the relationship between 
stationary and non-stationary viscosities of liquids 

CONCLUSION 

Application of formula (14) does not require the 
creation of a special laboratory installation. To use 
formula (14), it is sufficient to know the flow rate and 

the pressure drop over time in a certain section of a 
pipe of length l. The proposed formula (13) makes it 
possible to determine the law of viscosity change with 
time in the region of the nonstationary field and can be 
used as the basis for creating an automated system for 
continuous measurement of thermophysical 
parameters of liquids. 
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The presented research work specifies the charge state before and after heat treatment of nanocomposites composed of 
isotactic polypropylene and metal oxide nanoadditive ZrO2. It has been established that PP+3% ZrO2 nanocomposites have 
the ability to retain a greater charge. The parameters of the electret state of a nanocomposite of a given composition at 
different temperature values have been obtained by the TSD method. It is concluded that the maxima in the region of low and 
high temperatures are due to charges accumulated in crystalline and amorphous phases and boundaries of polymer 
nanocomposites. The results of the conducted studies correlate with the results of the SEM. 

Keywords: : nanocomposites, polypropylene, electrothermal polarization, thermally stimulated depolarization curren. 
PACS:61.46.w,82.35:Np,71.38.k 

INTRODUCTION 

Polymers are widely used in modern science and 
technology as electret materials. Examples include 
radiation transducers, electroacoustic devices, small 
electret microphones, etc. Polymer electrets are 
commonly used in mechanical, electrical, acoustic 
transducers, storage devices, electric motors, 
generators as elements, friction zones, filters and 
membranes, anti-corrosion structures and medicine 
[1, 2]. The main advantage of these devices is the high 
internal resistance and the lack of an additional power 
supply. This feature ensures that the size and weight 
of the device will be small. For further development of 
such a promising field, it is necessary to obtain new 
electret materials with a high charge density and the 
ability to store this charge. For this reason, one of the 
main goals of modern condensed matter physics is to 
obtain polymers capable of holding more electret 
charges. It has been established that when polymers 
are modified with various substances, including metal 
oxides, high-density and stably charge-retaining 
electrets are obtained [3,4]. Modifications can cause a 
change in the supramolecular structure, provided that 
the chemical composition is maintained. Thus, in the 
case of these modifications, oxides of elements are 
formed in the polymer in the form of nanogroups, and 
the electret state increases significantly. In the 
presented research work, the electret state and its 
parameters obtained after heat treatment using 
isotactic polypropylene and the metal oxide 
nanoadditive ZrO2 as a matrix have been determined. 

EXPERIMENTAL METHODOLOGY 

When obtaining the nanocomposites under study, 
first the required amount of isotactic polypropylene 
(Dema Import and Export Co. Ltd., China) in the form 
of granules 5 mm in size is weighed with an accuracy 
of 10-4 and dissolved in toluene up to the melting 
temperature of the polymer (≈175°C). Then, to ensure 
uniform distribution of the nanoadditive inside the 
matrix, after its melting, ZrO2 metal oxide 

nanoparticles (Sigma-Aldrich, USA) 20-25 nm in size 
with a monoclinic structure in an amount of 1-15%, 
stabilized by YtO3, are added to a completely 
transparent liquid. After cooling, nanocomposites are 
obtained by hot pressing under a pressure of 15 MPa 
for 3 minutes. In the fast cooling mode at a rate of 
20-35 o C/sec, the nanocomposites with the foil are 
placed in an ice-water mixture. The thickness of the 
samples is 50-70 μm. The change in charge state after 
heat treatment at various temperatures was determined 
by the method of thermally stimulated depolarization 
(TSD). TSD currents were determined at a rate of 
4 o C/min in the temperature range of 50-230°C. The 
activation energy of the particles was calculated by the 
Garlick-Gibson method using formula 

W
kTd
TId

−≈
)/1(
)(ln  (1) based on the slope of the tangents 

drawn to the TSD currents. 

RESULTS AND DISCUSSION 

Figure 1 shows TSD curves for PP and PP+ZrO2 
nanocomposite depending on the percentage of 
nanoadditive. Analysis of the curves shows that they 
consist of two regions of maximum – low-temperature 
(20-40°C) and high-temperature (120-150°C). That is, 
on these curves, along with the peaks corresponding to 
the PP, other peaks are also observed. According to 
the results of comparative analysis of TSD spectra, it 
was found that depolarization maxima appearing in 
the spectra arise both in the polymer itself and in the 
layers of PP+%ZrO2 nanocomposite as a result of 
relaxation of charges stabilized at the interfacial 
boundary at characteristic temperatures. The peaks 
formed in the low temperature region can be attributed 
to the currents generated by charges released due to 
heating from defects in the nanocomposite during 
fabrication. They can be formed as a result of the 
movement of linked molecular chains in the 
amorphous phase and free rotation between the 
lamellae. The maxima in the high temperature region 
are due to currents created by charges accumulated in 
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the phase between the polymer and the nanoadditive. 
The increase in the electret properties of polymers 
with the addition of ZrO2 can be explained by the 
formation of new structural elements that can act as 
new traps. Moreover, when nanoparticles are added to 
a polymer, they can serve as crystal nucleation agents 

or cause crystal defects. As it is seen from the figure, 
the TSD currents increase up to 3% of the amount of 
nanoadditive, but at subsequent percentage amounts a 
decrease in these currents is observed. This is due to 
the aggregation of the nanoadditive in a given 
percentage amount. 

Fig. 1.  TSD spectra before heat treatment depending on the percentage of PP and nanoadditive 1 - PP, 
2 - PP+10%ZrO2, 3 - PP+15%ZrO2, 4 - PP+5%ZrO2, 5 -PP+1%ZrO2, 6 - PP+3%ZrO2, 7 - PP+15%ZrO2

Let’s note that we used formula (2) to calculate 
the maximum charge 

 ∫=
2

1

)(1 T

T

dTTIQ
β

 (2) 

Here β is the linear heating rate of nanocomposites, T1 
and T2 are the lower and upper temperature limits of 
the presence of charges, respectively. 

Considering the above, it can be determined that 
the electret state can be changed by adding a certain 
percentage of nanoadditive to the PP, and also the 
parameters characterizing this state can be clarified. 
However, from the studies carried out it is clear that 
the relaxation of electret charges weakens when up to 
3-10% of a nanoadditive is added to the matrix. When 
adding 15% nanoadditive, the electret state and the 
parameters characterizing this state decrease. This is 
explained by the fact that with a small amount of 
nanoadditive it acts as a nucleus inside the matrix, and 
with an increase in the percentage, it acts as a filler 
[5]. If we examine the table, we can see that the 
charges accumulated in the surface traps increase up 
to 3% of the nanoadditive. If we observe the TSD 
spectra, we will notice that the maxima are obtained 
between 30-60 °C and 120-150 °C. If we compare the 
spectral regions of 30-60°C, we will observe that the 
maxima shift towards lower temperatures and the 
intensity of the current generated by the TSD tends to 
decrease. This change can be explained by an increase 
in the degree of crystallinity depending on the 
percentage of nanoadditive. The maxima formed in 
high-temperature regions may be due to space charges 

generated in the polymer and thermal activation of 
charge carriers located at the boundary of the polymer 
nanocomposite. 

Figure 2 represents the TSD curves obtained by 
heating the PP+3%ZrO2 nanocomposite. To obtain an 
electret, these samples must be heated to different 
temperatures and for this reason, the nanocomposite is 
heated to 60, 100 and 140°C for 2 hours. From the 
nature of the above curves, it is evident that the heat 
treatment temperature affects the thermal stability of 
the nanocomposites. It is clear from the experiments 
that the electret parameters of thermoelectrets 
obtained only by heating are less stable. The generated 
TSD current is due to the self-charges of the polymer 
and matrix leaving their places under the influence of 
heat. When the samples are heated, the amount of 
charge released from the traps begins to change. As 
the temperature rises, charges begin to release even 
deep traps, and relax, accelerating in their fields. The 
frequency of charges released from traps is determined 
by Boltzmann’s law: 

 ωt =ω0 exp(-Ek /kTm)  (3) 

 mkTW 25≈  (4) 

where ω0 is the frequency factor, Ek is the kinetic 
energy of charges released from traps, k is the 
Bolsmann constant, and Tm is the maximum 
temperature in the TSD curves (3). As it can be seen 
from the formula with increasing temperature, the 
release frequency from the traps increases 
exponentially, and the capture time decreases 
accordingly. On the other hand, according to formula 
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(4), an increase in temperature leads to an increase in 
the kinetic energy of charges releasing the traps. The 
effect of temperature is associated with an increase in 
the intensity of thermal movement of groups, 
segments and other kinetic units, which are the main 

factors influencing the electret state. The presence of 
maxima in the high temperature region can be 
explained by an increase in the specific conductivity 
of the nanocomposite. 

Table 1. 
Electret parameters of PP and PP+%ZrO2 nanocomposites depending on the amount of nanoadditive 

Fig. 2. TSD curves of PP+3%ZrO2 nanocomposites subjected to heat treatment at different temperatures. 

Table 2. 
Parameters calculated from the TSD curves of PP+3%ZrO2 nanocomposites after heating at different 

temperatures 

Nanoadditive 
% 

q, (10-6 C/m2) Q(nC) Е(eV) Temperature (°C) 

I max II max I max II  max I max II  max I max II  max 

0 1,18 1,87 9,42 13,68 0,024 0,068 43 130 
1 1,26 18,5 9,68 14,45 0,026 0,075 32 135 
3 2,07 2,97 9,89 15,78 0,029 0,083 29 138 
5 2,00 2,43 8,45 14,95 0,023 0,079 27 141 
10 1,08 2,95 7,45 13,45 0,089 0,061 20 143 
15 1,16 2,02 8,39 13,76 0,099 0,084 17 147 

Heat treatment 
q, (10-6 C/m2) Q(nC) Е(eV) Temperature (°C) 

I  max II max I max II max I max II max I max II max 

T=293K 2,07 2,97 9,89 15,78 0,029 0,063 25 135 

Т=333K 1,84 4,07 9,98 15,96 0,034 0,088 23 153 

T=373K 1,98 4,2 10,5 16,3 0,039 0,9 20 155 

T=413K 2,04 4,8 14,4 18,1 0,045 0,16 18 160 



H.S. IBRAGIMOVA, R.L. MAMMADOVA

24 

Table 2 summarizes the parameters calculated 
from the TSD curves of PP+3%ZrO2 nanocomposites 
after heating at various temperatures. In the region of 
relatively low temperatures (30-60°C), a slight 
increase in the depolarization current intensity is 
observed. Relaxation of the accumulated charge 
occurs preferentially in those temperature regions 
where relaxation transitions are formed. This shows 
that the electrical and molecular relaxations in 
polymers are coupled. The presented table shows that 
these parameters have a smaller value only in the case 
of polymer and at low temperature. However, an 
increase in temperature is accompanied by an increase 
in the activation energies of charges released from 
traps. But it was determined that if the electret lifetime 
is 35 minutes at a temperature of 100 °C, then this 
time is reduced to 16 minutes at a temperature of 
140 °C [6]. When heating without applying an 
external field, we slow down the polarization process 

so that the charges displaced relative to each other 
relax in the internal field of the electret. Thus, the 
studies carried out show that very small area electret 
states are observed in the nanocomposite due to the 
effect of temperature [7].  Indeed, the temperature we 
applied can only induce oscillations of the CH chains 
of the polymer and the nanocomposite. 

If we examine the SEM images of the 
investigated nanocomposites, we can see 
agglomerations formed on the surface after two-hour 
heat treatment, which is a manifestation of defect 
formation in the nanocomposite. In general, if 
crystallite melting and structure rearrangement occur 
during the first hours of heat treatment, then the 
accumulation of particles of a certain structure is 
noticed during the subsequent intensification of the 
heat treatment effect. Figure 3 shows the SEM images 
before and after heat treatment. 

 a)  b) 

Fig. 3. SEM images of PP+3%ZrO2 nanocomposite before (a) and after 2-hour heat treatment (b). 

Thus, the conducted studies allow us to conclude 
that by introducing nanometaloxides into polymers it 
is possible to regulate the stability of the electret states 
of these substances, and also that the maxima on the 

TSD curves after temperature treatment are achieved 
due to the charges possessed by the polymer and 
nanocomposite, which are accelerated and leave the 
material as a result of thermal effects. 
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Electronic and magnetic properties of defected ZnSe 32- and 96-atom supercell systems were investigated from the 
first-principles study. We obtained that the presence of one, two, and three Zn vacancies defects lead to the magnetization of 
ZnSe with ~2 µB total magnetic moment and main contribution to magnetization of systems come from host Se atoms. The 
ferromagnetic alignment in the Zn vacany defected ZnSe supercell systems show semiconducting nature. 

Keywords:   ZnSe, Zn vacancy, electronic, magnetic properties. 
PACS: 61.43.Bn; 71.20.-b; 61.72.-y; 75.50.Pp; 68.55.Ln 

1. INTRODUCTION

Transition-metal doped ZnSe supercell systems 
have revealed its potential for technical application. 
ZnSe is ideally appropriate for the fabrication of 
photodetectors, CO2 laser focusing lenses, sensors, 
solar cells, and other photovoltaic applications [1]. 
This material can be applied for the production of 
optoelectronic devices such as light emitters and 
detectors [2-5]. The Zn(Fe)Se has been applied to the 
laser gain medium in mid-IR laser [6].  

DMSs based on II-VI group compounds have 
been attracting great interest as promising materials 
for new spin electronic devices, because these com-
pounds show ferromagnetic (FM) phase, who’s Curie 
temperature, depends on the carrier concentration [7]. 
For industrial applications of DMSs room tempera-
ture, ferromagnetism is strongly required. Doping of  
TMs in nonmagnetic wurtzite ZnSe semiconductor is 
very impotant to make this material multifunctional. 
These materials have attracted a lot of attention as ma-
terials for spintronic applications because of their half-
metallic ferromagnetic (HMFM) behaviors.  

Investigations show that numerous research 
works devoted investigation of electronic and magnet-
ic properties of defected zinc-blende ZnSe systems. 
Rai et al [8] studied 5 Zn vacancies in the monolayer 
hexagonal ZnSe 18-atom supercell modeled by 3×3×1 
transferred based on the DFT. They reported that the 
Zn vacancy makes the FM state of ZnSe.  

2. CALCULATION METHOD

The calculations were carried out for the ZnSe
systems with 32 and 96 atoms by the DFT method 
within Local Spin Density Approximation (LSDA) 
implemented Atomistix ToolKit code within incorpo-
rated Mulliken population analysis. The interactions 
between the electrons and ions, and exchange-
correlation were described by the Fritz-Haber-Institute 
ion pseudopotentials and the Perdew Zunger (PZ) 
functional, respectively. The Kohn-Sham wave func-
tions expanded in a linear combination of atomic or-
bitals with a kinetic energy cutoff of 75 Ha. When cal-

culating structural and electronic properties for pure 
compound, the primitive cell of ZnSe wurtzite con-
taining 2 Zn and 2 Se atoms and the atomic positions 
are optimized until the force and stress on each atom 
converges to less than 0.001 eV/Å and 0.001 eV/Å3, 
respectively. The supercells containing dopant atoms 
and vacancies were optimized with force and stress 
tolerances of 0.01 eV/Å and 0.01 eV/Å3, respectively. 
The reciprocal space integration was performed with 
5×5×5 (for supercells) and 7×7×7 (for bulk structure) 
Monkhorst-Pack k-point sampling and a standard elec-
tron temperature of 300 K. 

The 12 electrons for Zn [Ar] +3d104s2 and 6 elec-
trons for Se [Ar] +4s24p4 are treated as the valence 
electrons. The Hubbard U corrections took 4.5 eV for 
Zn 4d- and 3.5 eV for Se 4p-states.  

RESULTS AND DISCUSSION
3.5 ZnSe supercell with Zn vacancy

ZnSe crystallizes in the wurtzite structure, a hex-
agonal analog of zinc blende lattice, with a space 
group P63mc with two formula units per unit cell. In 
this structure, each Zn atom is tetrahedrally coordinat-
ed with four other Se atoms and the atomic positions 
for zinc are (0, 0, 0) and (1/3, 2/3, 0.5), for selenium 
are (0, 0, 0.3408) and (1/3, 2/3, 0.8408) [38]. 

The first-principles computed Zn-Se and Zn-Zn 
(Se-Se) distances have been found equal to 2.39 and 
3.9 Å, respectively. We get a structure with an average 
Zn-Se bond length of 2.39 Å and this value is in ag-
reement with the reported results by Chen et al (theor.: 
2.376 Å) [9] and Park et al (exp.: 2.20 Å) [10].  

The magnetic properties of 32- and 96-atom 
supercells ZnSe wurtzite structure with vacancy de-
fects at Zn sites (Figure 1). In this figure, the Zn 
vacancy-defect position is encircled. The studied 
structure is formed by the admixture of ionic and co-
valent bonds. One vacancy defect at the Zn site in sys-
tems creates the dangling of three Zn-Se covalent 
bonds and this fact will give three extra acceptors 
which will induce the spin magnetic moment at the 
nearest 4 Se atoms dangling bonding of Zn. Rai et al 
[8] and Chan et al [11] have reported a similar fact.  
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Fig. 1. The 32-atom ZnSe supercell structure and magnetization with one Zn vacancy-defected (Zn-gray, Se-yellow). 

Fig. 2. The DFT-LSDA+U calculated electron band structures of Zn15Se16 (a), Zn14Se16 (b), and Zn13Se16 (c) systems with
vacancy-defects at Zn sites: black-spin-up; red-spin-down states. 
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Fig. 3. The DFT-LSDA+U calculated the TDOS of Zn15Se16 (a), Zn14Se16 (b), and Zn13Se16 (c) systems with 
 vacancy-defects at Zn sites. 
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To obtain accurate band gap value, we first have 
been calculated the band structure of for ZnSe bulk 
structure and obtained the band gap of 2.7 eV [12, 13]. 
This value is very close with experimental results. The 
first-principles calculated band gap and magnetic 
moment results for vacancy-defected ZnSe systems 
for spin-up and spin-down states are presented in Ta-
ble 1. Zn vacancy case increases the spin-up band gap, 

but decreases the spin-down band gap of Zn1-xSe sys-
tems, dependent on the number of vacancies. In this 
case, due to the presence of one (or two and or three) 
zinc vacancy-defect the total magnetic moment of the 
system is about ~2 µB (main contributions to the mag-
netization including 2.288 µB (2.34 µB) from 16 Se (or 
48 Se) and -0.289 µB (-0.352 µB) from 15 Zn (or 47 
Zn) atoms).  

Table 1. 
The band gap and magnetic moment results of vacancy-defected ZnSe for spin-up and spin-down states. 

The values of total magnetic moments for ZnSe 
32-atom supercells with one (1.99 µB; 1.83 µB), two 
((1.99; 1.97 µB), and three Zn vacancy-defects (2.01 
µB; 1.72 µB) calculated from Mulliken Population 
analyses well agree with the known theoretical results 
reported by Rai et al [8]. The positive contributions to
magnetization from Se (2.288 µB) and smaller nega-
tive contributions from Zn atoms (-0.289 µB) of super-
cell. 

Figures 2 and 3 show band structures and TDOS 
for Zn vacancy defected Zn1-xSe (x=1, 2, 3) systems. 
As seen in figure 8, the TDOS of major- and minor-
spin states are not symmetric, because Zn vacancy-
defects in ZnSe systems lead to the ferromagnetic spin 
ordering. DFT calculations revealed that present Zn 
vacancy cases increase the spin-up band gap, but 
decrease the spin-down band gap of Zn1-xSe systems, 
dependent on the number of vacancies. 

DFT-LSDA+U calculations revealed that the 
availability of one Zn defect into the ZnSe supercell is 

the most effective for strengthening the magnetization. 
Thus, the shift of the moment of the system due to one 
Zn vacancy side is (1.6 ÷ 1.9) μB depending on the 
chosen location of the defect.  

CONCLUSION

In summary, the spin-polarized electronic 
properties of ZnSe with Zn vacancy are studied by 
DFT within the LSDA+U method. The investigations 
performed for 32- and 96-atom ZnSe supercell sys-
tems show that Zn vacancy lead to a ferromagnetic 
spin ordering. The existence of defects in the structure 
affects the magnetization of the supercell with ~2 µB 
total magnetic moment. Our calculation revealed that 
in the Zn vacancy case, increases the spin-up band 
gap, but decreases the spin-down band gap of Zn1-xSe 
systems, dependent on the number of vacancies. The 
Zn vacancy is the most efficient for enhancing super-
cell magnetization. 
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Supercell 
Band gap, eV µB per Vac.(Zn) 

Spin-up Spin-down 
Zn15Se16
Zn14Se16
Zn13Se16
Zn47Se48

2.68 
2.8 
3.0 
2.70 

1.5 
1.18 
1.16 
1.5 

1.999 
1.999 
2.01 

1.988 
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STUDY OF SOL-GEL PHASE TRANSITION IN THE AGAROSE-WATER SYSTEM 
BY ELECTRICAL CONDUCTIVITY 
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In the present work the electrical conductivity method was used to study the sol-gel phase transition in the agarose-
water system. The 0.1% agarose-water system is used for this purpose; The temperature dependence of the conductivity of 
0,1%, 0.3% and 1% solutions and as well as the influence of hydrophobic (isoamyl alcohol) and hydrophilic (Na salt of 
tartaric acid) additives on this dependence were studied.It was shown that the hydrophilic additive makes the gel more 
stronger and  shifts the gelation (Tg) and melting (Te)  temperatures up. The hydrophobic additive (hydrophobic isoamyl 
alcohol) on the contrary weakens the gel and shifts the gelation (Tg) and melting (Te) temperatures downward. 

Keywords: polymeric hydrogels, agarose, electrical conductivity, hydrophobic additive, hydrophilic additive. 
PACS: 77.22.Ej, 64.75 Bc, 31.70. Dk, 61.70 Og 

INTRODUCTION 

Polymers (and their alloys) can be divided into 
two types according to their electrical conductivity: 
neutral and charged polymers [1,2]. Examples of 
neutral polymers among the natural polymers are 
gelatin and agarose. Gellan, carrageenan, etc. 
biopolymers related to the charged biopolymers [3]. 
The solution of these biopolymers in water becomes a 
gel above a certain concentration (xg) and below a 
certain temperature (Tg), that is, it retains its shape 
(loses fluidity) under small mechanical influences. 
This feature of the gel is associated with the presence 
of a three-dimensional spatial network, in the core of 
which water is immobilized, and opens the way to 
numerous applications [4]. 

The study of electrical conductivity in polymer 
gels carries some information about their structure [5]. 
In addition, since electrical conductivity around phase 
transitions undergoes a significant change, the 
measurement of electrical conductivity makes it 
possible to determine the points of phase transitions 
with some accuracy. Conductivity studies in such 
systems play an important role when choosing a 
model to study electrical properties of the brain or the 
effect of electric fields on the central nervous system 
[6]. 

It was mentioned above that agarose, a typical 
representative of natural polysaccharides, is an 
uncharged (neutral) polymer and possesses many 
useful properties: bioabrasiveness, biocompatibility, 
strong thermally reversible gel-forming ability, etc. 
Due to these properties, agarose is now successfully 
used for drug delivery to the target organ [7,8] and in 
tissue engineering [9]. When applied, it is necessary to 
adapt the physical (mechanical, thermal, electrical, 
etc.) of the agarose gel to the required values, which is 
achieved by changing the agarose concentration and 
adding additives of different nature to the gel. In fact, 
this is done by modifying the gel structure. It was 
mentioned above that the study of electrical 
conductivity plays a role in the study of gel structure. 
The present work studied the dependence of agarose 
gel conductivity on agarose concentration, 
temperature, and the influence of hydrophilic and 
hydrophobic additives on these dependencies. 

EXPERIMENT 

Agarose is the main component of red algae agar, 
and its monomer (agarobiose) has the following 
chemical structure [9]: 

The agarose gel was prepared as follows [10]. Agarose 
powder was weighed on ADAM PW 124 (USA) 
(accuracy 0.1 mg) and added to bidistilled water. After 
1 day of storage (swelling process), the mixture is 
heated to 95°C. The samples are poured into a glass 
bath containing platinum electrodes in the form of a 

solution (sol) and cooled to room temperature. The 
area of the platinum electrodes is 1 cm2 and the 
distance between them is 0.2 cm. Isoamyl alcohol 
((CH3)2CH(CH2)2OH) was used as a hydrophobic 
additive in an amount of 1% by weight, and Na-salt of 
tartaric acid (C4H4O6Na2∗2H2O) was used as a 



E.A. MASIMOV, A.R. IMAMALIYEV, A.H. ASADOVA 

30 

hydrophilic additive. The electrical properties of the 
agarose gel were measured on an IET 1920 LCR 
meter (USA) at a frequency of 2 kHz. The measuring 
voltage (test signal) applied to the sample was 0.5 V. 
In an AC circuit, when the liquid dielectric is poured 
into a bath with platinum electrodes, it can be 
considered as a capacitor of capacity C and a resistor 
of resistance R connected in parallel. In this case the 
electrical conductivity is calculated by the following 
formula: 

𝜎𝜎 =
𝑑𝑑
𝑅𝑅𝑅𝑅

Here S is the area of the electrodes, and d is the 
distance between the electrodes. 

Temperature was measured using a chromel-
alumel thermocouple. The temperature generated at 
the thermocouple outlet was measured with an EHQ 
B7-21 microvoltmeter (Russia). When the solution is 
in gel form, measurements are taken after holding for 
at least one hour at each temperature because agarose 
gel takes a long time to reach thermodynamic 
equilibrium. Therefore, a GL-100 thermostat (China) 
was used to ensure temperature stability during 
measurements. 

RESULTS AND THEIR EXPLANATION 

The results of measurements are presented in 
graphs 1-4. Figure 1 shows the temperature 
dependences of the electrical conductivity of the 
agarose gel at different concentrations in both the 
heating and cooling modes. Since the 0.1% agarose 
solution did not form a gel, the dependence showed no 
hysteresis. The critical concentration of agarose for 
gel formation is about 0.15% [11]. Although the 
agarose hydrogel is a thermally reversible gel, there is 

a strong thermal hysteresis in its physical properties. 
That is, when heated and cooled, the values of the 
physical quantities characterizing the gel (radiation 
coefficient, flux voltage, electric voltage, etc.) do not 
overlap at the same temperature. Confirmation of this 
can be seen in 0.3% and 1% solutions (curves 2 and 3 
in Fig. 1). These curves can be characterized as 
follows. When the gel is heated from room 
temperature, its electrical conductivity increases. At a 
certain temperature (60-80°C) this increase occurs 
with a small jump. Obviously, this is due to the 
disintegration of the spatial mesh of the gel. This 
temperature is called the gel melting temperature or 
the temperature of the gel-sol phase transition (Tm). 
When the resulting solution (sol) cools from 90 to 95 
˚C, the conductivity decreases, but the curve goes over 
the top because the bulk network is not restored. 
Recovery of the spatial network occurs at very low 
temperatures (30-40 ˚C), which again is accompanied 
by a weak jump in the decrease of conductivity. This 
jump is associated with the sol-gel phase transition, 
and the corresponding temperature is called the 
transition temperature (Tg). Thus, according to curves 
2 and 3, the gel formation temperature is Tg = 35°C 
for a 0.3% weak agarose gel and Tg = 40°C for a 1% 
strong gel. The melting temperature of the 0.3% gel 
T=65°C and the 1% gel T=75°C. 

Figure 2 shows the dependence of the 
conductivity of agarose solution on the concentration 
of agarose at 25 ˚C. As can be seen, the conductivity 
decreases with increasing concentration. The main 
reason for this is that the mobility of ions decreases 
with increasing polymer concentration as a result of 
increasing solution viscosity. Another reason is the 
decrease in ion mobility as a result of the compression 
of the spatial network nuclei as the concentration 
increases, when the solution is in the form of a gel. 

Fig.1. The dependence of electrical conductivity on temperature for different concentrations of agarose-water systems. 
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Fig.2. The dependence of agarose gel conductivity on the consentration of agarose-water systems. 

Fig. 3. The effect of hydrophobic (isoamyl alcohol ) and hydrophilic (Na salt oftartaric acid)  additives on the agarose 
  gel on electrical conductivity. 

Fig. 3 shows temperature dependences of 
electrical conductivity of 1% agarose gel and 1% gel 
with hydrophobic and hydrophilic additives. In both 
cases the gel conductivity increases. Hydrophobic 
additive increases the conductivity by 2-3 times, and 
hydrophilic additive increases the conductivity by at 
least one compilation. 

In addition, hydrophobic and hydrophilic 
additives shift the gel melting  and gelation 
temperatures in opposite directions. For example, 
when 1% isoamyl alcohol (hydrophobic) is added to 
1% agarose gel, the gelation temperature decreases 
from 40 ˚C to 36 ˚C and melting temperature 
decreases from 75 ˚C to 73 ˚C, so the hydrophobic 

additive weakens the gel. Adding 1% sodium salt of 
tartaric acid to 1% agarose gel, the gelation 
temperature increases from 40 ˚C to 45 ˚C, and the 
melting temperature of the gel from 75 ˚C to 82 ˚C, so 
the hydrophilic additive makes the gel more stronger. 

The results for all graphs-the temperature 
dependence of agarose concentration and the 
temperature dependence curve of electrical 
conductivity at each concentration when the 
hydrophobic and hydrophilic additives are added-are 
summarized in Table 1. It should be noted that Tg and 
Tm determined by the coductometric method and this 
results differ by 1-2 ˚C with the results of the optical 
method. 
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Table 1. 

C % Agarose gel, 
tg  (˚C)

Agarose gel, 
tm (˚C) 

Agarose gel + 
hydrophilic 

additive tg  (˚C) 

Agarose gel + 
hydrophilic 

additive tm (˚C) 

Agarose gel + 
hydrophobic 

additive tg  (˚C)

Agarose gel + 
hydrophobic 

additive tm  (˚C) 
0.1 – – 30 45 - - 
0.3 35 58 40 70 31 61 
0,5 36 60 39 66 33 58 
1 40 75 45 82 36 73 
2 41 88 46 90 38 86 

Electrical conductivity in the agarose-water system 
occurred due to the dissociated H+ and OH- ions of 
water and some ionic additives (charged radicals) due 
to incomplete purification of agarose biopolymer. 

It should be noted that the amount of these ions is very 
less, that is why the given porsion of water to the 
conductivity is more greater. 
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Nanocrystalline ferrites Ni0.4Zn0.6-xCuxFe2O4 (x=0-0.6) were synthesized by a high-temperature method based on metal 
oxides. The IR measurements showed the presence of noticeable bands caused by vibrations of metal ions and which are a 
feature of the formation of the spinel ferrite phase. A shift in the IR bands due to doping concentration was observed. 

Keywords : nanoferrit, IR analysis, sublattice 

INTRODUCTION 

Ferrites are materials of great practical, 
technological and theoretical importance. High 
magnetic permeability, mechanical strength, electrical 
resistivity, high thermodynamic and chemical stability, 
heat resistance and corrosion resistance make these 
materials important [1].  The demand for this type of 
magnetic materials is increasing with the development 
of technology. Ferrite materials are used in almost 
every element of electrical devices manufactured today 
[4, 5, 6]. The properties of ferrites depend on several 
factors: composition, manufacturing method, 
temperature, doping with various cations, grain size 
and location, etc. Ferrites, which make up the main 
group of ferromagnets, have the general formula 
MeFe2O4, where Me is a divalent metal ion, such as Me 
- Mn2+, Fe2+, Co2+, Ni2+, Cu2+, Zn2+, Mg2+ and Cd2+The 
spinel lattice is a face-centered cubic lattice with 
oxygen anions (O2–) at the nodes. Two types of 
sublattices are formed between the position: The Me2+ 
ion is located in the tetrahedral A-sublattice, and the 
Fe3+ cation is located in the octahedral B-sublattice. 
The spinel lattice consists of 32 oxygen ions and 24 
metal ions. According to their structure, spinels are 
divided into 3 groups: normal, reverse and mixed. In 
transformed spinels, the Me2+ ion is in sublattice B, and 
the Fe3+ ion is in sublattices A and B. In mixed spinels, 
Me2+ and Fe3+ ions are in both sublattices[4, 8,9]. 
Scientific papers have published about Ni-Zn ferrites, 
mainly electrical, magnetic, optical, etc., which are of 
interest from the point of view of the practical 
application of these ferrites. more attention was paid to 
studying its characteristics. However, the dependence 
of these characteristics on their composition and 
structure has not been sufficiently studied. It is from 
this point of view that the study of ferrite materials in 
this area is relevant. In the presented work, the 
replacement of the Zn ion by the Cu ion in Ni-Zn ferrite 
was investigated. These elements differ in their atomic 
mass, ionic radius [7, 10]. 

PREPARATION OF SAMPLES 

The properties of ferrite materials, which have a 
wide range of applications, differ significantly from 
each other depending on their chemical composition, 
raw materials used, processing and synthesis methods. 
Information about the technology of ferrite synthesis 

was published in [1]. It is known that for each ferrite, 
taking into account the required properties, a suitable 
technological method must be developed. There are 
many methods for synthesizing ferrite materials: oxide 
mixing, thermal decomposition, co-precipitation 
method, etc. The most common synthesis method for 
obtaining pure ferrite material of good quality is the 
high-temperature “ceramic” method. Ferrites with a 
cubic structure are formed as a result of a diffusion 
reaction in mixtures of metal oxides in the solid phase 
at high temperatures. The chemical activity of the 
components, particle sizes and homogeneity largely 
influence the completeness of the diffusion reaction 
between mixtures of metal oxides in the solid phase 
and, as a consequence, the properties of the resulting 
ferrites. The disadvantage of this method is that the 
process occurs at high temperatures (above 1200°C), 
which causes an increase in the size of ferrite particles 
and a weakening of the magnetic properties. Various 
methods are used to reduce the synthesis temperature 
of Ni-Zn ferrites. [1, 2, 3] showed that the addition of 
Cu ions to Ni-Zn ferrites makes it possible to obtain 
composites at lower temperatures, but Cu ions reduce 
the resistivity of the samples, which is unfavorable for 
their use at high frequencies. Taking into account the 
above, nanopowders of the general formula 
Ni0.4Zn0.6-xCuxFe2O4were obtained by high-
temperature synthesis. For this purpose, stoichiometric 
amounts of the corresponding metal oxides ZnO, NiO, 
CuO, Fe2O3 (purity 99% in all cases) were used as raw 
materials. The process was carried out in several stages. 
Initially, the corresponding metal oxides were calcined 
at 900°C for 3 hours and then tempered at 950°C for six 
hours. The quality of the synthesized ferrite powders 
was assessed using an XRDD8 ADVANCE X-ray 
diffractometer (Bruker, Germany) [2, 5, 6].The infrared 
spectra of Ni0.4Zn0.6-xCuxFe2O4 ferrite powders were 
studied in a vacuum chamber in the spectral range of 
4000-400 cm-1 with a standard spectral resolution of 
0.5 cm on a Vertex70 infrared Fourier spectrometer 
(Bruker, Germany) with an Easi DiffTMM attachment 
for measuring diffuse reflections (PIKETechnologies, 
USA). 

RESULTS AND DISCUSSIONS 

Infrared analysis is one of the important methods 
for studying the formation of the spinel ferrite phase, in 
addition to X-ray diffraction analysis. In the case of 
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spinel ferrites, the most interesting part of the IR 
spectra is in the range of 800 – 250 cm-1. According to 
Waldron and Hafner [11, 12], the bands around              
600 cm-1 (ν1) are attributed to stretching vibrations in 
tetrahedral positions and the bands around 400 cm-1 (ν2) 
in octahedral positions. 

        Table 1. 
Variation of band position ν1 and ν2 (cm-1) for 
Ni0.4Zn0.6-xCuxFe2O4 (x=0-0.6) nanoparticles 

x ν1(cm-1) ν2(cm-1) 

0.0 563 476 
0.12 562 480 
0.24 554 475 
0.3 570 485 
0.36 552 481 
0.48 561 471 
0.6 587 482 

 The change in the position of the v1 and v2 bands of 
Ni0.4Zn0.6-xCuxFe2O4 is shown in Table 1. The change in 
the position of the v1 peak for samples with different x 
indicates that with a change in composition, structural 

changes occur in the tetrahedral positions. The position 
of the band and its shape are significantly affected not 
only by the chemical composition of the sample, but 
also by a number of uncontrolled parameters, such as 
synthesis conditions, annealing temperature, etc. A 
shift of the v1 band towards lower wave numbers is 
observed with increasing x. over the entire composition 
range. This indicates a weakening of metal-oxygen 
bonds at tetrahedral sites. Thus, we can conclude that a 
change in the size of nanoparticles causes a change in 
the positions of ν1 and ν2 of the infrared bands [13]. 

CONCLUSIONS 

Ferrite nanoparticles Ni0.4Zn0.6-xCuxFe2O4 
(x=0-0.6) were synthesized by a high-temperature 
method based on metal oxides. IR spectra is one of the 
important methods for studying the formation of the 
spinel ferrite phase. IR analysis showed noticeable 
bands due to vibrations of metal ions. The positions of 
the bands were found to be very sensitive to doping 
conditions. Structural changes were confirmed by a 
shift in the position of the bands due to Cu doping. 
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