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Abstract

In this paper, we will estimate electrical energy demand for
long-term and determinate effective parameters. Effective
parameter already has been shown in previous studies of
author.

This paper, First by using back propagation method and
considering of effective input for electrical load demand, and
time utilization of electrical network such as income, value
added of Industry and home sector, price of electricity and
other carrier energy, population, historical and economical
effects, temperature and other parameters, primary neural
network model with input, hidden and output layer will be
designed. Then weights will be given in learning process.
Finally it leads to optimized network  for estimation of
electrical load demand, time utilization of network and
finally electrical energy demand.

The Final model is useful for policy maker for five-year
programs in Iran.

This rule is used that

Time

Electrical energy demand=Load demand *

utilization of network

Keywords: Neural network, Load modeling,
Energy forecasting, Time utilization

Introduction [1,2]

Electrical energy consumption in Iran has an average 8%
rate of rise. Programs of reducing energy consumption are
under way based on the government’s second and third five-
year development plans. Defining the energy consumption
model has an important role in  success of the programs.
Identifying effective factors in all sectors (domestic,
commercial, services, public, industry and agriculture) is
possible by time series analysis. Defining a dynamic model,
by visualizing a mental model and investigating the
relationships between its components is visual. In this paper,
emphasis is put on determining a model for load demand.

Description [3]
The role of neural network is to install a function, which
expand Input pattern to output pattern.
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A learning algorithm, for example, Error Back Propagation
with the usage of property of input — output set.

A neural network is a graph Consist of some important
neuron. The following fig shows ith neuron of neural

network.
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Fig (1): Neuron ith

Y, Is the neuron’s output, Wu is weight of relationship

between neuron i and j, b, is a bias and f, is activation

function for neuron i. Error Back Propagation Algorithm is
supervisory learning method.

In this method, designed output compares with ideal output
and by distributing error between previous layer the weight
Corrects, to investigate if some input data is given the
network such a response of that would have very little error.
In present method, we use three separated sets.

a) Training set, this set is the largest and it is used to
gain weight of parameter and bias at the first of
learning process.

b) Test set, this set is used for optimizing the network
in previous level and for test and presentation of
over learning, the condition for ending learning
process is lack of progress of network in reducing
error predication of test set.

c) Validation set, is useful concept for enhancing of
network.



Advantages of neural network compared of

tradition Non Linear model
a) Neural network searches common shape of
function but tradition regression models looks for
some specific shape of function such as growth
function

b) Neural network is more useful, when number of

input goes high.

Load Demand

Definition of variables and function [4,5]
Based on previous studies of author presented in the paper
entitled as“ Dynamic modeling for electrical load Demand”
effective parameters are shown in fig (2)
Considered neural network for load demand is feed forward
perception, inputs are as following:
Data of load has been shown in load-data matrix includes 33
rows and 14 columns.
Every row shows the information of one year.
Time series data are of from 1967 to 2000 based on
reference, energy balancing of Iran.
Fig (2): Parameters in load Demand
[4,5,6,7.8.9]

1) Load demand in last year: load (t-1)

2) Load demand in two years ago: load (t-2)

3) Load demand in three year ago: load (t-3)

4) Derivation of income per population: DINCPO

5) Generation in country: GP

6) Population changes: CHPO

7) Added value of home sector: AVHS

8) Added valve of industry: AVIN

9) Non oil income: NOIN

10) Price of electricity: PEL

11) Price of total: PGEN

12) Historical events :HISE
Mathematical formulation [3]
For inputs, output and hidden layer we have:
In fig (3) show that:
Y;: input nodes for
Yj: hidden nodes for
¢ (.) = tansig (x)
vk (n): output layer, k=1

I=1,12
i=1,20

ex(n): Error function = di(n ) — yi(n)

EK(n))=é Z::1 ek(n)2 , TE(n) is objection

function 2)

sigm(x, @) =1/1+ exp(—¢x)
1) Forward state
In forward state by initial condition for weight output will

calculate and then real output compare with designed output
and the error calculate by ek (n)= d (n) — Yi(n).Objective

1 m
function is £, :Ezek (n)*
k=1

If value of error is little than a specified value then training
is completed otherwise we will go to backward state.
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ex(n) = di(n) — Yi(n)
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2) Backward state

In backward state error function and its derivation related to

weight are wused to correct the value of weights
OE(n) :
by using of formul (3)
ow,,

As it is seen for §,), derivation of function @) is needed so
Activation function for output cell should be derivational.

E(n) = % D ek m)
OE(n) _OE(n) Oe, (n) |
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Sk(n) = ek(n) @[V, (n)]
by Similar calculation for 4w;; we have:
AWji(w) = 5,7,
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O Is local gradient, which it is partial differential for each

neuron and 7 is coefficient for speeding up of convergence.

As mention there are 12 input for neural network of load
demand model. Objective function is mean square error and
Back Propagation Error Algorithm is used for modeling.
Larenberg and markvart method has been used to speed of
the back Propagation Error Algorithm.

The speed of convergence gets up ten to handed time more.
Hesitation function is tang sigmoid and the output range
between —1 and +1([-1,1]). The data of training is out of this
range ([-1,1]). So for convergence data should transform to
this range by transformer (linear for non linear) function. By
maximum and minimum scaling method all of data will map
to instauration domain of tang sigmoid function there for by
the transformation, all of neuron (output and input) arrange
in distance [-1, 1]. In training process, large and small
signal, do not compare so the system is stable and converge.

X X

Actual — “* min j_ 1 (6)

Xnormalized = 2‘x X X
max min

Formula [6] is used for scaling X.x and X, is maximum
and minimum of parameter respectively. Xacua 1S uncalled
and X omatized 1S Scaled by training of the network. Maximum
and minimum vector are calculated.

In training program network learn and in forecasting
program by using the result of training program, prediction
or simulation will be done.

In this network there are 12 neurons for Input layer, 20
neurons for hidden layer and 1 neuron for output layer.

It is necessary to mention that the number of neurons for
hidden layers has been estimated by trail and error.

All character of neural network by save command will be
arranged in result of training program, which will be used in
forecasting program.

Neural network for load demand model is as shown in fig (4)

Fig. (4): neural network for load demand
Load is gained actual and forecast.
Fig. (5) show that applies neural network method is useful
for estimation and parameters are good selected.

Time Utilization Duration Model

Based on previous studies of author presented in paper
Dynamic modeling for utilization durations as shown in fig
(0)[5].

Consider neural network for duration utilization demand is
feed forward perception, inputs are as load demand

13) Utilization Duration in last year: TIME (t-1)
14) Average Temperature in year :TEMP(t)

15) Population changes: CHPO

16) Non oil income: NOIN

17) Price of electricity: PEL

18) Historical events :HISE

Data of program has been shown Time-data matrix includes
33 rows and7 columns.

Every row shows the information one year. Time series data
are of from 1967 to 2000 based on references energy
balancing of Iran and other references.

4)

Fig. (7): neural network for duration utilization demand

As mention there are 6 input for neural network of duration
utilization demand model and 7 neurons in hidden layer and
one neurons in output layer. Objective function is mean
square error and Back Propagation Error Algorithm is used



for modeling. Laurinburg and markvart method has been
used to speed of the back Propagation Error Algorithm
(similar mathematical calculation for load demand in
backward and forward state).In fig(8)

Show that utilization duration of network by neural network.

Results of program neural network

Fig. (9) shows that training of network is completed.

In this below show that calculation by neural network
method.

First, duration utilization (actual and forecast time of

network)[6] and load of network is calculated (actual and

(1) Identification of parameter by neural network is
good.

(2) Trended of variation is clear and for next year by
considering input parameter load demand is
predictable

(3) The accusation is more than classical method

(4) There isn’t necessary for defining a specific

function the fig (7) shows the result.
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Fig (2): Parameters in load Demand [4,5,6,7.8.9]
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Fig. (5): load demand forecasting by neural network
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Fig. (8) : Utilization duration demand forecasting by neural network



Ferdormance is 9.94273e-008, Goal is 1e-007
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Fig (10). Energy demand by neural network method

NEYRON $9BOKOSI USULU iLO ELEKTRIK ENERJISINO OLAN
TOLOBATIN MODELLOSDIRILMOSI

I9FFOTNECOD R., SOYONFOR H.A.

Magqalada, elektrik yiikiinaolan effektiv tolebat, elektrik enerjisinden senaye obyektlorin vo
ohalinin istifade etme vaxti, elektrik vo diger enerji ndvlerinin qiymeti. Tarixi ve iqtisadi
faktorlarin, temperatur vo diger parametrlorin tosirlori masalalorine baxilmisdir. Neyron
sobokoesinin ilkin modeli yaradilmisdir. Optimallasdirilmis sebekenin islenilmasi {igiin,
elektrik yiikiine veo elektrik enerjisine olan telebat qiymetlondirilmisdir. Toklif olunmus
model Iran Islam respublikasinin bes illik programinin islenilmesinde shemiyyatli ola biler.



MOJIEJIJTMPOBAHUE CITPOCA HA DJIEKTPOSHEPIUIO
METO/IOM HEMPOHHOM CETH

IOPATHE/VKA/ P., HIAAH®AP TI'.A.

B pabore paccmorpenbl A (QEKTUBHBI CHOPOC Ha JJIEKTPUYECKYIO HArpy3Ky, Bpems
WCIIOJIB30BAaHUS JIEKTPUYECKOM CETH B IPOMBIIUIEHHOCTH W HACEJICHHWEM, ILIEHBbl Ha
DIIEKTPUYECTBO M JAPYTHE€ BHIBI DHEPTUH, HCTOPHYECKHE M HKOHOMHYECKHE (DaKTOpPHI,
BIMSHUE TEMIIEpAaTypbl M APYTHX IApaMeTpoB, U CO3JlaHa INEPBUYHAs MOJEIb HEUPOHHOMN
CeTH, JUId pa3pabOTKM ONTUMHM3UPOBAHHOM CETH OLEHKH CIpOCa Ha DIEKTPUYECKYIO
Harpy3Ky, HCIOJb30BAHUS BPEMEHM CETH M, HAKOHell, MOTPEOHOCTH B 3JIEKTPUUYECKON
DHEPTUU. YKa3zaHHAs MOJAETb MOXKET OBbITh IOJIE3HOM s pa3pabOoTKH MATHICTHUX MPOTrPaMM
B Hlpane.



