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Preface

Have you heard of quantum teleportation, quantum cryptography, or quantum
computation? These seem science fiction, but are truly most-advanced scientific
topics that are growing involving physics, information science, and mathematics.
This area, called quantum information science, is information science based on
‘‘quantum theory,’’ which is a fundamental theory of physics in the microscopic
world.

This area has the potential to produce fascinating technology for teleportation,
unconditionally secure cryptography, and ultrahigh-speed computer. Unfortu-
nately, although this is an emerging area, non-experts, especially undergraduate
students, have no sufficient opportunities to glance at this topic.

Considering this circumstance, professors in quantum information science have
brought out this textbook, which explains the fundamentals of quantum informa-
tion science. This book requires only first-year calculus, first-year linear algebra,
and elementary probability theory as background knowledge, and does not require
any knowledge of quantum theory and information science so that undergraduate
students can read this textbook independently. Before the publication of the ori-
ginal Japanese version, confronted with the problem that there is no undergraduate
course for quantum information science in Japan, the authors organized Winter
School of Quantum Information Science in the seminar house in Tohoku Uni-
versity in Japan in 2009, 2010, and 2011. The authors published the following
original Japanese version based on the lecture materials and the participants’
responses in the above winter school.

Title: Introduction to Quantum Information Science
Japanese title: ryoushi jouhou kagaku nyuumon
Publisher: Kyoritsu shuppan
Year: May, 2012
Number of pages: 377
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Precise description of quantum information science requires various background
knowledge of the related fields. Fortunately, since the five authors of this book are
from different backgrounds, this requirement is satisfied. After finishing the first
manuscript, the authors adjusted the relation between chapters. Finally, Hayashi
coordinated the whole organization.

The organization of this book and the responsible persons for the respective
chapters are given as follows. First, in Chap. 1, Hayashi introduces an overview of
quantum information science and describes the details of this textbook as its
coordinator. Please read Sect. 1.5 ‘‘Organization of this book’’ before reading the
contents of this book. Next, in Chap. 2, using vectors and matrices, Kimura
explains the simplified formulation of quantum theory as an expert on foundation
of quantum theory so that a beginner can easily understand it. In Chap. 3, Kawachi
describes the foundations of quantum computation and quantum circuit as an
expert of quantum computation. In Chap. 4, Kawachi treats quantum algorithms,
which are algorithms for quantum computer. For example, Shor’s algorithm is
treated as a quantum algorithm that solves factorization problem by using quantum
computer. In Chap. 5, Kimura explains the advanced structure of quantum theory,
which is necessary to learn quantum information science. In Chap. 6, Ogawa
introduces various information quantities for quantum system as an expert on
quantum information theory. In Chap. 7, Ishizaka treats quantum entanglement as
an expert on quantum entanglement and statistical physics. In Chap. 8, Ogawa
explains quantum channel coding. In Chap. 9, Hayashi treats quantum error cor-
recting code and quantum cryptography as an expert on quantum information
theory and quantum cryptography. This book is organized so that Chaps. 2–4 can
be read with elementary calculus for matrices and inner products of complex
vectors. The latter chapters require advanced knowledge for linear algebra, which
are summarized in Appendix A by Kimura, Hayashi, and Ogawa.

Since this book covers various fields in quantum information, it can be used as a
text for a lecture course or a seminar. Especially, since it contains many exercises
with solutions in Appendix B, it also can be used for an exercise course. Further, it
also treats a recent development in quantum information science. Hence, the
reader can investigate more advanced topics by using the references after finishing
this book. The authors hope that readers develop interest in quantum information
science.

Finally, the authors express their gratitude to Graduate School of Information
Sciences, Tohoku University, Grant-in-Aid for Scientific Research on Priority Area
‘Deepening and Expansion of Statistical Mechanical Informatics (DEX-SMI)’,
Global COE: Computationism as a Foundation for the Sciences (CompView
in short) of Tokyo Inst. of Tech., and the organizing committee members of Winter
School of Quantum Information Science for supporting the organization of Winter
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School of Quantum Information Science. The authors are also grateful to
Mr. Hideaki Hosaka, Dr. Shojun Nakayama, Mr. Yueri Wakakuwa in Tokyo
University, Mr. Ryota Nakayama in Tohoku University, Dr. Yutaka Shikano in
Institute for Molecular Science, Dr. Masakazu Yoshida in Doshisya University, and
Mr. Seiji Mizukami, Mr. Yohei Kawaguchi, Mr. Ryo Yaguchi, Dr. Wataru
Kumagai in Nagoya University for making valuable comments for this book. The
authors are thankful for Mr. Hideo Kotobuki and Ms Yoko Nakagawa for the
publication of the original Japanese version. Finally, the authors express their
appreciation to Dr. Claus E. Ascheron of Springer Science+Business Media for his
encouragement and patience during the preparation of the manuscript.

Masahito Hayashi
Satoshi Ishizaka

Akinori Kawachi
Gen Kimura

Tomohiro Ogawa
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Chapter 1
Invitation to Quantum Information Science

1.1 From Classical Information Science to Quantum Information
Science

All of information processing has been realized by the combination of physical
devices, e.g., semiconductor devices and optical fibers. The current information-
communication and information processing on the computer are designed with the
combination of these devices. Electrons in semiconductors and photons of optical
fiber ultimately obey not the classical mechanics, but the quantum mechanics. Fur-
ther, many information processing devices realizing brilliant performance use the
quantum effects inside of the devices, e.g., superconducting Josephson device and
Esaki diode. However, it is implicitly required as a basic requirement of current
information device that the device has no quantum effect in the input and output
systems. Hence, the device engineers have been required to design the information
device so that no quantum effect directly appears in the input and the output.

What is the quantum effect in the input and the output? In the traditional infor-
mation sciences, each of the input and the output is required to have a certain fixed
value at a moment although it is allowed to change in time and/or behave stochas-
tically. However, when the device is too miniaturized, the device comes to behave
as a quantum system. Then, the input and the output do not take fixed values and
take quantum superposition states. In the framework of the traditional information
sciences, the engineers adopt the strategy to avoid such quantum input and output by
limiting the quantum effects inside the device. However, when the miniaturization
of the device has been advanced, the above-mentioned strategy does not necessarily
realize the optimal performance of the total system. In order to improve the total
performance, it is better to admit devices with quantum input and output. Hence, it
is required to study information science based on the framework of quantum theory,
and such a research area is called Quantum Information Science. On the other hand,
the research area that does not take into account the quantum input and output in
each device at all is called Classical Information Science.

M. Hayashi et al., Introduction to Quantum Information Science, 1
Graduate Texts in Physics, DOI: 10.1007/978-3-662-43502-1_1,
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Fig. 1.1 Classical treatment of the optical communication

In fact, thanks to research achievement up to now, it has been clarified that the
potential of information science and technology could be expanded very much if
we are allowed to use the devices with quantum input and output. It could even
say that the traditional strategy that avoids the quantum input and output works
against further improvement for the total performance of information system. Indeed,
although device engineers are familiar with the quantum effects and even utilize it,
information scientists have required so that no quantum effect appears in the input and
output due to the convenience. In future, quantum information science will become
more popular, and it will be allowed to use devices with quantum input and output,
which we expect leads to much progress of information science.

In the following, we call an information processing device a classical device
when it does not deal with quantum input and output. Otherwise, it is called a
quantum device. Then, the research area with respect to the computation with classi-
cal/quantum devices is called quantum computation/classical computation. Similarly,
the research area with respect to the communication with classical/quantum devices
is called quantum communication/classical communication. In quantum commu-
nication/classical communication, a communication channel is treated as quantum
channel/classical channel.

In the following, we explain the relation between the quantum channel and the
classical channel by taking for example a communication via an optical fiber (the
optical communication). In the case of long-distance communication via an optical
fiber, the signal is so weak that it behaves as a quantum particle. However, the tradi-
tional information science treats the optical communication in the classical way based
on the framework given in Fig. 1.1 as follows: The hardware engineers take care of
the design and implementation of all optical fiber, modulator, and photon detector,
in which modulator converts the input information (the input alphabet) to the input
photon, and the photon detector converts the output photon to the output information
(the output alphabet). It is usual that the output alphabet behaves stochastically and,
when the characteristics of the hardware (fiber, modulator and detector) are fixed,
the probability distribution is decided depending on the input alphabet only. In this
way, in the classical communication, the optical fiber, modulator and photon detector
are encapsulated like in a single device, a classical channel, which is characterized
by a probability distribution of the output alphabet as a function of the input alpha-
bet. Then, information scientists do not deal with the internal physical structure of
the channel, such as a state of a photon, at all. They employ classical mechanical
description of the channel, and as a result, they design an encoder and decoder as a
classical device that converts between messages and alphabets.
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Under the framework of quantum information science, we do not encapsulate
modulator, optical fiber and detector; instead we regard the encoder and modulator as
a single device as shown in Fig. 1.2. The single device directly converts the message to
the photon inputted to the fiber that is called a quantum encoder. Similarly, we regard
the photo detector and the decoder as a single device directly converting the output
photon to the message, which is called a quantum decoder. Hence, we can extract the
maximal performance of the optical fiber. As a variant, we can formulate the optical
communication like Fig. 1.3. In this formulation, the photon detector and the classical
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decoder are encapsulated to the quantum decoder. Similarly, the modulator and the
quantum channel are encapsulated to the classical-quantum channel. Even in this
framework, we need to take into account the non-commutativity caused by quantum
property of the output signal so that quantum treatment is essentially required.

In both formulations, information scientists have to design quantum devices as
explained in Fig. 1.5. Comparing Fig. 1.5 with Fig. 1.4, it is clear that they have to
cover a wider field including physical layer. In quantum information science, we
consider the information processing based on a hierarchical structure different from
traditional hierarchical structure.

Here, we should remark that there are two types of tasks in quantum channel
coding as follows. The purpose of one task is to transmit classical messages, and
the other is to transmit quantum states. While the above discussion considers the
transmission of the classical messages, it is possible to transmit a quantum state via
a nosiy quantum channel. The latter is often called quantum error correction, and
cannot be described by Fig. 1.2. The classical–quantum channel can realize only the
task of transmitting the classical message, but the quantum channel can realize both
tasks, i.e., transmitting the classical message and transmitting the quantum state.
Chapter 8 discusses the coding for the classical-quantum channel, which gives a
foundation of transmission of the classical message via the quantum channel.1

1.2 Further Expansion of Quantum Information Science

Quantum information science is different from the traditional information science
not only in the framework of the information process, but also in the possibility of a
new task that is impossible in the traditional method.

The quantum computation and quantum cryptography fall in this category. Quan-
tum cryptography can guarantee the information theoretical security by assuming
only physical laws as assumption. On the other hand, the security of the current
cryptography is based on the calculation time. That is, in the latter cryptography,
although the cipher text (the encrypted text) by itself contains all information to
recover the plain text (the original text to be sent) in principle, they consider that the
cryptography is secure because the relation between the cipher text and the plain text
is so complicated that there is no effective algorithm to recover the plain text from
the cipher text.2 The security based on the calculation time is called computational

1 As is mentioned here, even though the formulation in the classical setting is uniquely determined, its
quantum extension often has plural formulations. That is, one classical formulation might correspond
to plural quantum formulations, in general. When a beginner of quantum information science
considers a quantum version of a given problem in the classical information science, he often
discuss it with believing that there uniquely exists the quantum extension. Hence, if another person
considers a different quantum extension, their argument mismatches each other.
2 In this case, it is required that it is easy only to convert the cipher text from the plain text, and it is
not easy to convert the plain text from the cipher text. Furthermore, in order that only the authorized
receiver can decrypt the cipher text, it is also required that an additional information kept only by
the authorized receiver enables to convert the plain text from the cipher text.

http://dx.doi.org/10.1007/978-3-662-43502-1_8
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security. Hence, if a new algorithm for effective decryption or a speed up of calcula-
tion time is available, the security is threatened. On the other hand, the information
theoretic security is guaranteed under the assumption that any information of the
plain text cannot be leaked to an eavesdropper, even from the cipher text. Needless
to say, the information theoretical security is better than the computational security.
There are several types of information theoretic security, one of which is guaran-
teed under the assumption that the property of the physical device partially restricts
the eavesdropper to access the information. In the case of quantum cryptography,
the security is guaranteed by the physical law of quantum physics that inevitably
restricts the eavesdropper to access the information. Currently, except for quantum
cryptography, there exists no cryptography system that guarantees the information
theoretical security without any assumption for the eavesdropper.

On the other hand, introducing algorithm utilizing quantum effects, quantum
computation can drastically improve the calculation time for several problems whose
effective algorithm is not given in the current technology, e.g., factorization problem.
No known algorithm can efficiently solve the factorization problem in the framework
of the traditional computer science. However, Shor’s algorithm can efficiently solve
the factorization problem by using quantum computer. The difficulty of the factor-
ization problem is used as the assumption guaranteeing the computational security of
the RSA protocol, which is one of the most popular cryptography protocols. Hence,
Shor’s algorithm gave a strong impact because realization of quantum computer
enables to decrypt the RSA protocol. The power of quantum computer is often con-
sidered to originate from its capability of parallelism. In fact, a quantum computer
can execute a vast number of calculation processes in parallel by superposing the
calculation processes as a quantum superposition state. However, if we measure the
superposition state wishing to obtain all the final results of the calculation processes,
we can only obtain a single result of a randomly selected process. The capability
of quantum parallelism only usually does not provide any benefit for us. In order
to utilize an advantage of a quantum computer, it is necessary to extract a process
whose result just matches a condition to solve the problem. So, in addition to employ
the quantum parallelism, an efficient quantum algorithm employs a quantum inter-
ference effect and amplifies a state among the superposed states such that the result
corresponding to the amplified state matches the condition. For example, Grover’s
algorithm explained in Sect. 4.3 directly amplifies the state corresponding the correct
solution.

In order to realize quantum information processing, we need to experimentally
implement all components as quantum devices as well as to propose quantum pro-
tocols, e.g., the above mentioned quantum algorithms and quantum cryptography
protocol. Hence, quantum information science can be mainly divided into two areas:
the first area theoretically explores the possibility of quantum information proto-
col, and the other area experimentally implements the quantum devices realizing the
quantum information processing. The former targets to find and analyze quantum
protocols. The latter studies various technologies of condensed matter physics and
various materials for realizing quantum device experimentally. As an intermediate
area, they often study to find candidates of the materials realizing the quantum device

http://dx.doi.org/10.1007/978-3-662-43502-1_4
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This book mainly covers the theoretical part, which has two main sub-areas. One
is the quantum computer area to study quantum algorithms and their possibility, and
the other is the quantum communication area treating quantum communication and
its possibility. The quantum cryptography can be regarded to belong to the latter
area. There are also two sub-areas: “foundation of quantum theory” to study the
formulation of quantum theory from the viewpoint of quantum information, and
“quantum entanglement” to study the entanglement of quantum system. There is
a further sub-area: “quantum statistical inference” to study statistical inference of
quantum state or channel. Note that there is also a sub-area “quantum non-locality”
but is not covered by this book. Quantum information science contains not only
quantum computation and quantum communication, but also various areas related
to their foundations. In the following, we describe the relation more deeply.

1.3 Feedback from Quantum Information Science to Physics

When we revisit quantum theory from the viewpoint of information science, we find
various aspects of quantum theory, which cannot be found from the traditional view-
point. Many standard textbooks for quantum theory introduce the formulation of
quantum theory via canonical quantization after explanation of analytical mechanics
over the phase space due to the historical reason. However, since this type explana-
tion uses analogy with classical mechanics over the phase space, there exist readers
who have an unnecessary picture related to the classical phase space for the quantum
system. Such a picture often inhibits a proper understanding of the quantum theory.
In order to avoid such a negative effect, it is better to explain only the formulation
of the quantum theory itself. But, it might be difficult for the reader to master such
an abstract framework for quantum theory due to the abstractness. Fortunately, since
quantum information science has a concrete purpose to design information process-
ing on quantum systems, the reader can understand the theoretical formulation of
quantum theory via several concrete examples by excluding an unnecessary picture.
When the reader is interested only in the information scientific aspect of quantum
theory, he/she needs only the theoretical framework of quantum theory.

Quantum information science regards a quantum system as an information
processing component that has inputs and outputs with proper relations. For this pur-
pose, we need a minimum description for the probabilistic relation between inputs
and outputs. In fact, usual textbooks of quantum mechanics do not have such a min-
imum description. Chapters 2 and 5 give such a desired description for quantum
system, which is a product from quantum information science and has never been
obtained from the traditional context of physics. These chapters treat the theoreti-
cal framework of quantum theory based on “operations” e.g., state preparation and
measurement. Thanks to the treatment, the reader can understand what quantum
theory can predict and how to apply quantum theory. Hence, the reader can grasp
the operational framework of quantum theory based on operations implemented
by experimentalists rather than the interpretation problem of quantum theory, e.g.,

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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Copenhagen interpretation. Unfortunately, the traditional physics does not have the
key concept to grasp the quantum theory from the operational viewpoint excluding
the historical factors. Fortunately, quantum information science has the purpose for
performing information process in the quantum system, which works as a key concept
to perform the above description for quantum theory. This type of understanding of
quantum theory is not sufficient for realization of quantum information processing in
actual systems. When the reader investigates actual quantum information processing,
he/she needs to study the usual formulation, e.g, canonical quantization, and concrete
descriptions for atoms, molecules and condensed matters, separately. Even for such
an investigation, the study of the above theoretical framework of quantum theory is
helpful for precise use of quantum theory.

In particular, our description for quantum dynamics is quite different from that
of traditional textbooks of quantum theory. Traditional textbooks of quantum theory
describe quantum dynamics as a form of differential equations. The methods were
suitable to deal with the determination of whether the state is stable or unstable,
but did not provide the simple relation between the input and output states under
the quantum dynamical system, e.g., optical communication system.3 On the other
hand, quantum information science emphasizes the relation between the input and
output states rather than the stability of states. This treatment enables us to treat the
quantum communication according to the formulation of information science.

The formulation for the quantum system given by quantum information science
yields the great contribution for entanglement theory, one area of modern physics, as
well as for quantum computation and quantum communication. Heretofore, entan-
glement has been studied in the relation with the non-locality by Schrödinger and
negation of the local realism by Bell among researchers of foundation of quantum
theory. Most of them are speculative and are not quantitative. Hence, most of physi-
cists have heard the name of entanglement but have not payed deep attention to it.
Even more, they have no idea for quantifying the amount of entanglement. Quantum
information science introduces the concept of “local operations and classical com-
munications (LOCC)” as a foundation for quantifying the amount of entanglement.
The concept is essentially based on the description of quantum theory that is estab-
lished in the context of quantum information science. Combining the idea of coding
and information quantity, e.g., entropy given in Chap. 6 to the concept of LOCC, we
can formulate the quantification of amount of entanglement as in Chap. 7. Similarly,
the development of the description for measuring process also greatly contributes
the foundation of quantum theory. This progress enables us to describe measuring
process that cannot be written as unitary dynamics, and produces the progress of the
measuring technology.

Since quantum information science has greatly contributed internal problems
of physics, it can be expected that the viewpoint of quantum information science

3 A mathematical foundation of statistical mechanics has a similar mathematical formulation. This
direction has generated an important area of mathematics “operator algebra” and has contributed
many results useful for quantum information science. However, statistical mechanics is different
from quantum information science in that statistical mechanics uses a density operator as an ensem-
ble of many particles while quantum information science uses it as a state of one particle.

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_7
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plays an important role for development of physics. For example, quantum error
correction given in Chap. 9 can be regarded as one approach to decoherence, which
has been discussed in physics for a long time. Generally, interaction between the given
quantum system and the environment generates decoherence, and demolishes the
coherence of the state when the state is a superposition among basis states. Quantum
information process, in particular quantum computation, desires a technology that
preserves the coherence of the quantum state. Quantum error correction treats the
dissipation process of coherence by decoherence as state transmission via a quantum
channel so that we can protect the quantum state by the proper combination of
the encoding and the decoding. The framework of quantum information science is
essential for producing these ideas.

1.4 Toward Realization of Quantum Information Processing

Decoherence caused by the noise appears in quantum cryptography. In the
quantum communication, it is possible to use the bit-basis states and the phase-
basis states, which is an advantage of quantum communication. Consider the case
when the messages to be sent are converted only to the bit-basis states in spite of
the above advantage. Although the message can be correctly transmitted even with
decoherence, the information for the message might be leaked behind decoherence.
In fact, when the message is transmitted via the bit basis, the amount of leaked
information can be evaluated by the amount of decoherence with respect to the bit
basis, i.e., the amount of breaking the superposition with respect to the bit basis.
Hence, avoiding decoherence is an essential problem for realizing secure quantum
cryptography. The amount of decoherence can be expressed by the error probability
in the phase basis, which is the dual basis of the bit basis. Indeed, if we perform the
encoding and the decoding for quantum error correction before or after the quantum
communication channel, the error probability in the phase basis becomes sufficiently
small. So, this method can guarantee the security for the quantum cryptography even
when there exists decoherence in the quantum channel. However, it is not so easy to
realize the encoding and the decoding for quantum error correction with the current
technology. Hence, it had been thought that it is difficult to realize quantum cryp-
tography. Since the final purpose of quantum cryptography is secure transmission
of classical message, we might expect that the encoding and the decoding for quan-
tum error correction can be replaced by classical information processes. In fact, this
expectation is correct. That is, in the case of quantum cryptography, these processes
can be replaced by the classical error correction and the privacy amplification. The
classical error correction corresponds to the error correction for the bit basis, and the
privacy amplification realizes the error correction for the phase basis by sacrificing
the bit-length. Hence, the privacy amplification is directly linked to the disablement
of leaked information. Since it is theoretically guaranteed that quantum cryptogra-
phy can be implemented by the combination of existing technologies, many people
believe that it is mostly close to practical use among quantum information technolo-

http://dx.doi.org/10.1007/978-3-662-43502-1_9
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gies. In this scenario, the communication with the phase basis enables us to estimate
the amount of the phase error in the original quantum channel. This information can
decide how many bits should be sacrificed in the privacy amplification.

Currently, the National Institute of Information and Communication Technology
(NICT) in Japan organizes a large project for realization of quantum key distribution,
and it succeeded in demonstrating a secure TV conference with an installed fiber
over a distance of 45 km by using a commercial QKD product for long-term stable
operation [1]. Similar demonstration has been done in Switzerland [2]. We can expect
its practical use. For its further transmission, we need quantum repeater that relays
more than two quantum channels with keeping the coherence of the input state.
Quantum computation is the quantum information technology that is next close
to practical use. Unfortunately, its practical use has serious difficulty because it
requires keeping the coherence for quantum memory. It can be expected that quantum
computation becomes practical use when quantum memory is established according
to the demand by quantum repeater technology.

The target of the practical use of quantum information science gave experimental
physics a large effect. Traditional experimental physics emphasizes the treatment
of the ground state. However, quantum information science requires to implement
a given unitary operation, e.g., CNOT-gate. Such a request has never been required
among traditional experimental physics. Several new technologies have been devel-
oped as a result for experimentalist’s answer for such a harder request. Hence, we
can expect developments of new technologies under the direction of quantum infor-
mation science. Since quantum information science has provided a new viewpoint,
new problems, and new targets, it has activated related research fields. This trend
will continue future.

1.5 Organization of This Book

First, for accessibility for beginners, Chap. 2 treats the simplified formulation of
quantum theory based on vectors and matrices. While a standard lecture of quantum
theory in department of physics often starts with its history and the relation with
analytical mechanics, this book daringly omits these topics, which are not necessarily
needed for quantum information science. It starts with basic concepts of physical
system, state, and observable. Then, it gives a formulation of quantum theory only
for the two-level quantum system, which is called the qubit. As the first step, it
deals with a measurement for the qubit system, a time evolution corresponding to a
quantum computing process, a composite system that is required for simultaneous
treatment of plural qubit systems. The reader can understand the contents of Chaps. 3
and 4 based only on these basic knowledges.

Chapter 3 devotes foundation of quantum computation and quantum circuits. This
chapter, firstly, describes the foundation of computer science, and explains quantum
circuits based on the relation with classical logic operation. It is recommended to read
this part even for the readers who are not interested in quantum computation because

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_3
http://dx.doi.org/10.1007/978-3-662-43502-1_4
http://dx.doi.org/10.1007/978-3-662-43502-1_3
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this part will be used in the latter chapters. Chapter 4 discusses quantum computation
more deeply. This chapter explains three typical quantum algorithms for quantum
computer. The first is Deutsch-Jozsa’s algorithm, the second is Grover’s algorithm
for a search problem, and the third is Shor’s algorithm for prime factorization.

Chapter 5 discusses two different types of topics. The first half of this chapter
devotes the traditional formulation of quantum theory based on the postulates.
The formulation given in Chap. 2 is more precisely described here. However, this
traditional formulation is not sufficient for studying the topics in quantum
information science except for quantum computation. In order to resolve this prob-
lem, the latter half of this chapter devotes a more advanced structure of quantum
theory. The preceding chapters describe quantum information processes without any
noise, but the latter chapters describe quantum information processes containing
noise. For this purpose, we need to introduce the concept of mixed state, which
describes a noisy quantum state. In quantum theory, a noisy quantum state and a
noisy time evolution cannot be described by simple stochastic mixtures of the noise-
less cases. The latter half of this chapter introduces the framework of quantum theory
for the description of a noisy quantum state and a noisy time evolution. A noiseless
state given in the first half is called a pure state, and a noisy state given in the latter
half is called a mixed state. The latter half also discusses the description of measure-
ment deeply. It formulates the concepts of state, measurement, and time evolution in
the optimum way for studying quantum information science, which are essential for
latter chapters.

Chapter 6 deals with various information quantities in quantum systems. The
concept of entropy plays a central role in quantum information science like in classical
information science. This chapter explains these information quantities and their
mathematical properties, which will be used in the latter chapters.

Chapter 7 addresses entanglement in a quantum system, and explains its related
topics, quantum teleportation, dense coding, and quantum data compression. Next,
it discusses the key concept of quantum information science, local operations and
classical communications (LOCC), and discusses the convertibility of entanglement
based on LOCC. The amount of entanglement is quantified based on the convert-
ibility. The above mentioned theory has been established in the bipartite pure states
case, but the bipartite mixed states case requires more difficult treatment. The end of
this chapter makes mention of the bipartite mixed states case.

Chapter 8 addresses the quantum channel coding, which discusses the transmis-
sion of the classical message via a quantum channel. In fact, Nagaoka proposed the
conjecture “Many things can be understood with the hypothesis testing via the infor-
mation spectrum”.4 Chapter 8 is organized according to this conjecture. That is, we
firstly treat the quantum hypothesis testing. Then, we explain the relation between

4 The information spectrum is a unified method in information theory proposed by Han-Verdú in
1993 [3], in which, the asymptotic optimal performance can be characterized by the likelihood
ratio. This conjecture has been proposed by Nagaoka [4] in 1999, and is called Nagaoka’s dream.
After his proposal, many topics has been characterized in the relation with the hypothesis testing,
e.g., quantum channel coding, quantum source coding, entanglement concentration, entanglement
dilution, channel resolvability, wire-tap channel coding, and reverse Shannon theorem.

http://dx.doi.org/10.1007/978-3-662-43502-1_4
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_7
http://dx.doi.org/10.1007/978-3-662-43502-1_8
http://dx.doi.org/10.1007/978-3-662-43502-1_8
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the channel coding and the hypothesis testing. Based on the relation, we treat the
quantum channel coding, and show the quantum channel coding theorem for the
transmission of the classical message, which gives the limit of transmission rate.

Chapter 9 deals with the quantum error correction and quantum cryptography. The
quantum error correction discusses the transmission of the quantum state via a noisy
quantum channel, which is different from the problem discussed in Chap. 8. The
beginning part discusses the classical error correction based on an algebraic method.
Using the knowledge of the classical error correction, the second part treats the
quantum error correction. Then, using the property of the quantum error correction,
we treat the secure communication of the classical message via a quantum channel.
Based on quantum error correction, the final part discusses the quantum cryptography.
It is possible to consider the channel coding theorem for the transmission of the
quantum state, which gives the limit of transmission rate. However, this book does
not deal with the optimal transmission rate and explains only the rate based on the
algebraic construction. This is because the algebraic construction is closely related
to the quantum cryptography.

A common distinction among Chaps. 7, 8, and 9 is the characterization of the (opti-
mal) rates of respective information protocols by the respective information quanti-
ties such as entropy. Such a characteristic is a common property among information
theory, entanglement theory, and statistical mechanics, which reflects a common
structure of large size many-body system.

This book is organized so that Chaps. 2, 3, and 4 can be understood with elementary
calculations for matrices, vector spaces, and probabilities. Chapter 5 and the latter
chapters require knowledges of (coordinate-free) linear algebra, which is summarized
in Appendix A. Since Chap. 9 treats an algebraic treatment, it additionally requires
knowledges of linear algebra over a finite filed, which is also summarized in Appendix
A. In Appendix A, mathematical basic knowledges to study quantum information
theory are summarized in a self-contained form so that it can be read as an independent
chapter.

The description of Chaps. 2, 3, and 4 are different from that of the latter chap-
ters. The reason is the following. In quantum mechanics, an observable (a physical
quantity) is an operator, which can be represented by a matrix. However, the matrix
representation has an ambiguity such that the representation depends on the choice
of a coordinate (or a basis), and hence it is not a convenient way in most fields of
quantum information science. In the field of quantum computation, however, there
is no such ambiguity because the computational basis can be widely and naturally
used for the representation basis. From the above reasons, Chap. 2 adopts the matrix
representation from the beginning, which is beneficial to make the introduction eas-
ier. Originally, however, an observable should be precisely dealt with an operator,
and we adopt the precise description from Chap. 5.

http://dx.doi.org/10.1007/978-3-662-43502-1_9
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Chapter 2
Quantum Mechanics for Qubit Systems

2.1 Preliminary

Quantum mechanics (QM) is a physical theory to explain the microscopical world
(typically of atomic scales) with extraordinary high accuracy. In QM, we encounter
several “weird” phenomena, such as the superposition of states, the uncertainty prin-
ciple, and an entanglement (a “stronger” correlation than classical one). Quantum
information science is a recently developing field of information science which turns
these “weirdness” of quantum phenomena to the marvelous applications of infor-
mation processings, such as a super-fast computation (Chap. 4), a teleportation of a
state (Chap. 7), and an unconditionally secure cryptography (Chap. 9).

While learning QM is a must for quantum information science, it is not indispens-
able to start from traditional textbooks of QM. Required ability is rather to understand
the basic concepts and the theoretical structure of QM, especially to grasp the range
(the set) of quantum states, measurements, time evolutions, etc., for the possible
applications to information processings.

With this in mind, we introduce the theoretical framework of QM as a theory of
probability1 from operational point of view. Indeed, an outcome of each measurement
of physical quantity is typically random in quantum systems, and QM is a theory
to predict its probability (see Fig. 2.1). More precisely, the basic proposition QM
predicts is

what is the probability to observe a certain

measurement outcome under a given state. (2.1)

With this proposition at the core, we need to learn the description of quantum states
and measurements, in addition to the laws of time evolution and composite systems
of QM.

1 This idea is based on the Copenhagen interpretation, one of the most famous interpretations of
QM, and is widely accepted at least for the usage of QM.
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Fig. 2.1 An illustration of a state-preparation and a measurement in quantum system

In this chapter, we explain QM through a qubit system (2-level quantum system),
which is the most elementary quantum system with only two orthogonal states. The
purpose is to survey the world of QM in order to get familiar with physical concepts
and mathematical tools of QM at a cost of generality. Moreover, a composition of
qubit systems provides a platform for the realization of several quantum information
processings. Indeed, in quantum information science, a qubit system plays a role of
the unit of information as a generalization of a bit in classical information science.
After reading this chapter, the reader will be able to understand most applications in
quantum information sciences. (The general theory of QM is explained in Chap. 5
in detail.) The background knowledge required for this chapter is an elementary
probability theory with finite outcomes and a simple linear algebra on the complex
Euclidean space C

d .2

Finally, let us give a few remarks for those who study QM for the first time.3 In
any physical theory, we use a mathematics as a reliable and useful language mainly
to logically, quantitatively and universally describe our nature. However, the way
to use a mathematics in QM is quite different from that in classical physics. As
we shall see soon, we use mathematical tools such as vectors and matrices (linear
operators) for the description of QM. However each mathematics by itself does
not directly correspond to any physical statement, but only after combining (and
calculating) them, we get a physical statement typically of the probability law (2.1)
which is testable in experiments. On this point, it always happens for the beginner
of QM to feel a sense of discomfort.4 We just advice here; don’t bother with this

2 The only difficulty would be the tensor product for the description of composite systems. However,
this is also explained in this chapter and Appendix A.5 in detail.
3 We recommend to read this part again after studying this chapter.
4 For instance, physical quantities of QM will be represented by complex matrices which are
generally non-commutative to each other (see Sect. 5.2.1). Many beginners naturally wonder why
physical quantities are non-commutative.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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matter for the present. Indeed, such mathematical representations in QM are given a
priori without any convictive physical reasoning, and the validity for the usage is only
established by the fact that the predictions of QM perfectly coincide with all quantum
phenomena observed in experiments.5 On the other hand, the reader should recognize
that QM can still be interpreted—at least from the viewpoint of positivism—as an
operationally well-defined probabilistic theory. Indeed, after fixing a state and a
measurement of QM, the probability can be treated just as the same in classical
probability theory [9]: As normal, the probability in QM can be interpreted as the
(convergent) frequency with a large number of trials. Therefore, the general property
of probability (the positivity and the normalization of a probability, the addition
law for exclusive events, etc.) and any derived notions of probability (an expectation
value, a standard deviation, the conditional probability, etc.) are completely the same
as those of classical probability theory.

2.2 Preparation

We begin with a brief introduction of physical concepts required not only for QM
but also for any physics. The Dirac notation, a peculiar notation of a vector, in QM
is also explained here.

2.2.1 Conceptual Preparation: Physical System, State,
Measurement of Physical Quantity

One of the main purposes of physics is to understand and predict natural phenomena
with scientific methods. To do this, it is convenient first to restrict the range of the
“object” in which we are interested; otherwise, we always have to treat a whole
universe. In other words, we have to identify what physical system we are dealing
with. In particular, a quantum (mechanical) system is a physical system typically at
atomic scale where quantum mechanical effects appear. The typical examples would
be physical systems of atoms, electrons, photons, etc., but also could be a partial
system by focusing on a particular freedom of a particle like a spin of an electron
and a polarization of a photon. Moreover, to describe the relation between physical
systems, e.g., their interaction and correlations, we need to treat the physical systems
as a whole. A physical system composed of multiple physical systems is called a
composite system.

The characteristics of a physical system are determined by physical quantities.
The typical examples of the physical quantities include position, momentum, energy,
(spin) angular momentum of a particle, polarization of a photon, etc. Needless to say,

5 For those who are interested in the fundamental aspects of QM, see e.g. [1, 2] for the possible
interpretations of QM; [3, 4] for the profound fact on the reality related to the entanglement; [5–8],
and references therein for the recent attempts to derive QM from purely physical principles.
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physical quantities should be able to be measured in experiments. In this context,
they are often called observables.

Depending on a way of preparation, a physical system can be in a variety of
different states. The reader may image a “state” as the same notion used in a daily
life. However in physics, a state is an important technical nomenclature with a clear
scientific definition. Operationally, a state is responsible for how a physical system
responses to measurements of physical quantities. Therefore, it can be formally
defined as the “list” of physical responses to measurements of all physical quantities
(see also Sect. 5.1.1). As the responses in QM are observed a probabilistic process,
a state of QM can be formally defined as a function from physical quantities to
the probabilities of each response. In the standard description of QM, however, we
mathematically represent each of a state and a physical quantity separately, and give
a rule to combine them to calculate the probability (see Sect. 2.3).

2.2.2 Notational Preparation: Dirac Notation

In QM, we usually use a peculiar notation for the description of vectors which is not
used in mathematics community. The notation is called a Dirac notation introduced
by the famous physicist Dirac [10] and is quite useful and reasonable to describe
the theory of QM. As we also use this notation throughout this book, we explain it
here by restricting to the complex Euclidean space C

d . (For the general case, see
Sect. 5.1.3.)

In the following, a, b, c (also a1, a2 . . ., etc.) are complex numbers, while d repre-
sents the dimension of a vector space. The capital letters A, B, C represent d×d com-

plex matrices. We consider a vector in C
d as a column vector, e.g.,

(
2+ i
−5+ 6i

)
∈ C

2,

which is sometimes abbreviated as (2+ i,−5+6i)T with the transposition symbol T

to save a space.

[A] |ψ〉 denotes a (Column) Vector

In Dirac notation, a column vector of C
d is denoted with the ket symbol6 | 〉 such as

|ψ〉 =
(

1
2+ i

)
, |0〉 =

(
1
0

)
, |1〉 =

(
0
1

)
∈ C

2, |φ〉 =
⎛
⎝ 3+ i

2
−4i

⎞
⎠ ∈ C

3, etc.

(2.2)

6 The symbol | 〉 is called a “ket” as it represents the right half of the “bracket” 〈 , 〉.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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One of the roles to introduce the ket symbol is to make one possible to
recognize that the object is a (column) vector.7 In Dirac notation, a column vec-
tor is sometimes called a ket vector. Inside the ket symbol, any symbol can be used,
which identifies the specific vector. In QM, we usually use a Greek character like
|ψ〉, |φ〉, |ξ〉, etc., while in quantum information science, we often use a bit sequence
like |0〉, |1〉, |0100〉, etc., with an encode of information to a quantum state in mind.
However, the zero vector (0, . . . , 0)T is exceptionally denoted simply by 0, without
the ket symbol. (The reader should judge whether 0 represents a zero as a number
or the zero vector by the context.) Notice that the symbol |0〉 does not represent the
zero vector as in (2.2). We sometimes use an abbreviation for a linear combination
of vectors: a vector a|ψ〉 + b|φ〉 can be denoted by |aψ + bφ〉.

The reader might think that the use of the ket symbol is redundant especially if you
are familiar with a notational convention in mathematics, where a vector is simply
denoted like ψ. However, there are many advantages to use Dirac notation, which
will be explained later. Here, we just point out one advantage which is particularly
important in quantum information science. For the physical realization of information
processing, we often need to encode a bit sequence (classical information) to a
physical state. As we shall see soon, a quantum state is represented by a vector, and
by introducing the ket symbol, one can clearly distinguish between a bit sequence
(e.g. 0100101) and the encoded state (e.g. |0100101〉). On the other hand, if the
conventional notation in mathematics is used, the encoded state would be denoted
like ψ0100101 and the important information of the bit sequence is degraded to just a
subscript [11].

[B] 〈ψ| denotes the Conjugate Transpose of |ψ〉
In Dirac notation, the conjugate transpose of a column vector |ψ〉, i.e., the row
vector with the complex conjugation, is denoted by 〈ψ|. Namely, for |ψ〉 =
(a1, a2, . . . , ad)T , we have

〈ψ| := (a1, a2, . . . , ad). (2.3)

For instance, we have 〈ψ| = (1, 2−i), 〈0| = (1, 0), 〈1| = (0, 1), 〈φ| = (3−i, 2, 4i)
for vectors in (2.2). The symbol 〈 | is called a bra8 and 〈ψ| is sometimes called a
bra vector. Remind that both a column vector and a row vector with dimension d
can be considered as a d × 1 matrix and a 1 × d matrix, respectively. With this in
mind, a bra vector 〈ψ| is just an adjoint matrix9 of |ψ〉:

7 In the elementary textbook of mathematics, the symbol→ is sometimes used to represent vectors

like �a =
(

1
2

)
. One can simply replace→ to | 〉 in Dirac notation.

8 This is because 〈 | represents the left half of the “bracket” 〈 , 〉.
9 The adjoint matrix (the conjugate transpose) of a d1 × d2 matrix A = (ai j ) is defined as the
d2 × d1 matrix (a ji ), and is denoted by A†. For instance,
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〈ψ| = |ψ〉†.

Next, we consider the combinations of ket and bra vectors.

[C] 〈ψ|φ〉 represents the Inner Product

First, we consider the matrix product of a bra vector, 1 × d matrix, from the left
and a ket vector, d × 1 matrix, from the right. Then, the obtained matrix is 1 × 1
matrix, or equivalently just a scalar (a complex number): For column vectors |ψ〉 =
(a1, . . . , ad)T and |φ〉 = (b1, . . . , bd)T ∈ C

d , we have

〈ψ| |φ〉 = (a1, . . . , ad)

⎛
⎜⎝

b1
...

bd

⎞
⎟⎠ =

d∑
i=1

ai bi ∈ C . (2.4)

Notice that the result coincides with the complex Euclid inner product between
two vectors |ψ〉 = (a1, . . . , ad)T and |φ〉 = (b1, . . . , bd)T ∈ C

d in this order. For
the consistency of the notation, in Dirac notation, we denote the inner product by

〈ψ|φ〉 :=
d∑

i=1

ai bi . (2.5)

Namely we have
〈ψ| |φ〉 = 〈ψ|φ〉. (2.6)

With this notation, 〈ψ|φ〉 has the two meanings, “the matrix product of a bra vector
and a ket vector” or “the inner product of two ket vectors |ψ〉 and |φ〉” , and we can
utilize both their properties. For instance, it is often useful to use the associative law
of a matrix product (of bra and ket) in calculation, while the general property of an
inner product10 is quite useful to formalize the theory of QM. We denote the Euclid
norm of a vector |ψ〉 simply by ||ψ|| without a ket symbol:

||ψ|| := √〈ψ|ψ〉 =
√∑

i

|ai |2.

(Footnote 9 continued)

A =
(

2− 3i 1− 6i
−1+ 5i 4+ 7i

)
⇒ A† =

(
2+ 3i −1− 5i
1+ 6i 4− 7i

)
.

10 The essential properties of an inner product are (p1) the positivity with non-degeneracy, (p2)
the (conjugate) symmetry, and (p3) the linearity in the second argument (see Appendix A.2.2 in
detail). Namely, (p1) 〈ψ|ψ〉 ≥ 0 for any |ψ〉 ∈ C

d , while the equality holds if and only if |ψ〉 = 0,
(p2) 〈φ|ψ〉 = 〈ψ|φ〉, (p3) 〈ψ|aφ1 + bφ2〉 = a〈ψ|φ1〉 + b〈ψ|φ2〉. The reader should check these
properties for Euclid inner product by the definition (2.5).
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As an example of the Dirac notation, the condition that the set of vectors {|ψi 〉}mi=1
is an orthonormal system11 can be written by 〈ψi |ψ j 〉 = δi j (i, j = 1, . . . , m) with
the Kronecker delta symbol.12

Excercise 2.1 Calculate 〈ψ|φ〉 for |ψ〉 = (1 + 2i, 2 − i, 3)T and |φ〉 = (−5 −
3i, 4, 2+ i)T .

[D] |ψ〉〈φ| is a Matrix

Next, we consider another matrix product by swapping the order of a ket and a bra.
A product of a ket vector, d × 1 matrix, and a bra vector, 1× d matrix in this order,
is a d × d matrix. For |φ〉 = (b1, . . . , bd)T and |ψ〉 = (a1, . . . , ad)T ∈ C

d , we have

|φ〉〈ψ| =
⎛
⎜⎝

b1
...

bd

⎞
⎟⎠ (a1, . . . , ad) =

⎛
⎜⎝

b1a1 · · · b1ad
...

...
...

bda1 · · · bdad

⎞
⎟⎠ . (2.7)

The symbols for the inner product 〈ψ|φ〉 and the matrix |ψ〉〈φ| might look similar
but are completely different; the former is a scalar and the latter is a matrix!

Now observe a matrix product of |ψ〉〈φ| to a vector |ξ〉 = (c1, . . . , cd)T :

|φ〉〈ψ||ξ〉 =
⎛
⎜⎝

b1a1 · · · b1ad
...

...
...

bda1 · · · bdad

⎞
⎟⎠

⎛
⎜⎝

c1
...

cd

⎞
⎟⎠ =

⎛
⎜⎝

(
∑

i ai ci )b1
...

(
∑

i ai ci )bd

⎞
⎟⎠ = 〈ψ|ξ〉|φ〉. (2.8)

In general argument, it is sometimes preferable to recognize the definition of |φ〉〈ψ|
not by the matrix elements of (2.7) but by its effect of the multiplication to an arbitrary
vector |ξ〉:

|φ〉〈ψ||ξ〉 = 〈ψ|ξ〉|φ〉. (2.9)

(See also [D′] in Sect. 5.1.3.)
One of the advantages to use Dirac notation is to make a calculation easy. The

point is to first calculate a combination of bra and ket in this order as it becomes just
a scalar. For instance, the result (2.9) is trivial if one computes the pair of 〈ψ| and
|ξ〉 first. Also, we trivially have

|ψ〉〈φ||ξ〉〈η||χ〉〈μ| = 〈φ|ξ〉〈η|χ〉|ψ〉〈μ|, etc.

11 The set of vectors is called an orthonormal system if the vectors are mutually orthogonal (i.e.,
the inner product is zero) and the norms of all the vectors are 1.

12 δi j :=
{

1 i = j
0 i 
= j

http://dx.doi.org/10.1007/978-3-662-43502-1_5
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The reason why these computations are possible is due to the associative law
of matrix multiplication.13 From this property, as long as we keep the order of
matrices, we can freely choose the combination of adjacent matrices to compute their
multiplication first. Moreover, as the matrix product also satisfies the linearity,14 we
don’t have to much care for the order of a summation, either.

The reader will gradually get used to and benefit from Dirac notation through the
examples from the next section.

Excercise 2.2 Let |φ〉 = (2i, 3)T , |ψ〉 = (1, i)T , |ξ〉 = (1+ i, 2)T , |χ〉 = (3,−i)T .
Calculate 〈ξ|(|φ〉〈ψ|)|χ〉 in the following two ways: (i) First, calculate the matrix
A := |φ〉〈ψ| and the vector |χ〉′ := A|χ〉, and finally the inner product between |ξ〉
and |χ〉′. (ii) Considering 〈ξ|(|φ〉〈ψ|)|χ〉 as products of bra 〈ξ|, ket |φ〉, bra 〈ψ|, and
ket |χ〉, and calculate first 〈ξ|φ〉 and 〈ψ|χ〉, and finally multiply them.

2.3 Qubit Systems

In this section, we survey the theory of quantum mechanics through the qubit sys-
tem,15 the simplest example of a quantum system. (See Chap. 5 for the general theory
of QM.)

Roughly speaking, a qubit system is a quantum system where two outcomes are
randomly obtained under the typical measurements.16 Indeed, a qubit system is a
quantum version (the quantization) of a classical bit system with two root events
such as a system of a coin toss.

Theoretically, a qubit system is a quantum system described by a vector space C
2.

As we explain below, states, measurements, time evolutions of a qubit system are
represented by vectors of C

2 and 2×2 complex matrices. Although the way to predict
a probability with these mathematics seems to be kind of strange, the important
thing to remember is that the result perfectly coincides with what is happening in
the microscopic world. Indeed, a qubit system is physically realized by the spin of
an electron and the polarization of a photon, etc.

13 For matrices A, B, C , we have A(BC) = (AB)C .
14 For matrices A, B, C , it follows (A + B)C = AC + BC and C(A + B) = C A + C B.
15 A qubit system is sometimes abbreviated simply as a qubit, which is used as an information unit
of a quantum information science, the quantum analogue of the classical bit.
16 [Advanced Remark] One can consider a measurement with more than or less than two outcomes
even in a qubit system. For instance, the measurement of observables with degenerate eigenvalues
have only one outcome (Sect. 5.2.1). Moreover, POVM measurement can have more than and equal
to three outcomes (Sect. 5.3.2). With this point of view, a qubit system can be operationally defined
as a quantum system where the maximum number of the distinguishable states is two.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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2.3.1 A Qubit System

The rules of measurement in a qubit system are summed up as follows:

(R1) A state is represented by a unit vector17 |ψ〉 in C
2.

(R2) A measurement is represented by an orthonormal basis (ONB) {|φ0〉, |φ1〉} of
C

2.
(R3) When we perform a measurement {|φ0〉, |φ1〉} under a state |ψ〉, we get an

outcome i = 0 or 1 randomly with the probability

|〈φi |ψ〉|2 (i = 0, 1).

The following example shows how these rules are used.

Example 2.1 (R1) Let the qubit system be in a state |ψ〉 = ( 1√
5
, 2√

5
)T ∈ C

2

and (R2) perform the measurement of an ONB {|0〉, |1〉} where |0〉 = (1, 0)T and
|1〉 = (0, 1)T . (R3) Then we get outcome 0 with probability |〈0|ψ〉|2 = |1× 1√

5
+

0× 2√
5
|2 = | 1√

5
|2 = 1

5 , or outcome 1 with probability |〈1|ψ〉|2 = | 2√
5
|2 = 4

5 .

In the following, rules (R1)–(R3) are explained in detail one by one.

(R1): A state of a qubit system is mathematically represented by a unit vector of C
2.

The typical examples of states are

|0〉 :=
(

1
0

)
and |1〉 :=

(
0
1

)
. (2.10)

From the information-theoretical point of view, these states may correspond to a
classical bit 0 and 1. Namely, we can encode a classical bit, 0 and 1, to a quantum
state |0〉 and |1〉, respectively.

Different from a classical bit system, where there are only two distinct states,18 a
qubit system has infinitely many states of arbitrary unit vectors in C

2:

|ψ〉 = (a, b)T = a|0〉 + b|1〉 (2.11)

with the normalization condition

|a|2 + |b|2 = 1. (2.12)

17 A vector with norm 1 is called a unit vector: For |ψ〉 = (a, b)T , a unit vector satisfies ||ψ|| =√|a|2 + |b|2 = 1.
18 [Advanced Remark] The reader might think that even in a classical bit system there are more than
two states by introducing a probability measure on {0, 1}. However, these states are mixed states,
and there are only two pure states, 0 and 1. On the other hand, in a qubit system, there are infinitely
many pure states (2.11). (See Sect. 5.3.1).

http://dx.doi.org/10.1007/978-3-662-43502-1_5
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The state in Example 2.1 is one with a = 1√
5
, b = 2√

5
. Notice that a and b in (2.11)

are written as a = 〈0|ψ〉, b = 〈1|ψ〉.19 Thus, (2.11) is rewritten by

|ψ〉 = 〈0|ψ〉|0〉 + 〈1|ψ〉|1〉 =
∑

i=0,1

〈i |ψ〉|i〉. (2.13)

Note that this formula follows for any ONB {|ψi 〉}di=1 of C
d :

∀|ψ〉 ∈ C
d , |ψ〉 =

d∑
i=1

〈ψi |ψ〉|ψi 〉, (2.14)

which will be frequently used below (see Exercise A.5).
The fact that a quantum state is represented by a vector implies that we can

mathematically add two states as vectors to make a new quantum state. This is called
the superposition principle and the added state is called a superposition state.

Note, however, that a state and a unit vector is not one-to-one. Different unit vectors
parallel to each other corresponds to the same state. For instance, |ψ〉 = (1, 0)T and
|ψ′〉 = (i, 0)T are different vectors, but as they satisfy |ψ′〉 = i |ψ〉, they correspond
to the same quantum state. More generally, if unit vectors |ψ〉 and |ψ′〉 are related
as |ψ′〉 = c|ψ〉 with a complex number c with magnitude 1, they represent the same
quantum state. This is called an indefiniteness of phase as c is written by c = eiφ

where φ ∈ R is called a phase.
In a qubit system, we sometimes use another state representation, which is mathe-

matically equivalent to the unit vector representation of C
2. (The reader can skip this

part until necessary.) A qubit state can be represented by a three-dimensional real
vector, called the Bloch vector. Different from the unit vector in C

2, the Bloch vector
enables us to geometrically grasp the properties of the states because the Bloch vector
lives in R

3. Moreover, the Bloch vector incorporates the indefiniteness of phase into
the definition, and thus there is a one-to-one correspondence between a qubit state
and the Bloch vector.

To introduce the Bloch vector, notice that any qubit state is written as

|ψ〉 = cos(θ/2)|0〉 + eiϕ sin(θ/2)|1〉 (2.15)

with two real parameters θ,ϕ. In particular, their ranges are chosen to 0 ≤ θ ≤
π, 0 ≤ ϕ < 2π for the one-to-one correspondence to a unit vector of C

2 up to the
phase indefiniteness.20 Note that the ranges of θ,ϕ are exactly the same as those of

19 By taking an inner product between |0〉 and (2.11), the left hand side is 〈0|ψ〉, while the right
hand side is a〈0|0〉 + b〈0|1〉 = a. Similarly, we get b = 〈1|ψ〉.
20 Write an arbitrary state in the form (2.11). Noting the normalization condition |a|2 + |b|2 = 1,
there exists a real parameter θ′ such that |a| = cos θ′, |b| = sin θ′ where the range of θ′ is enough
to be 0 ≤ θ′ ≤ π

2 due to the positivity of the absolute value. Let ϕ1 and ϕ2 (0 ≤ ϕ1,ϕ2 < 2π)
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θ

ϕ
x

y

z

|ψ = cos(θ/2)|0 + ei sin(θ/2)|1ϕ

|0

|1

|ψ

b

Fig. 2.2 The Bloch vector and the Bloch sphere

angular parameters (the angle θ from the z axis and the angle ϕ between the x axis
and the projection to xy plane) of the polar coordinate for the unit sphere in R

3.
Therefore, we have the one-to-one correspondence between a qubit state |ψ〉 ∈ C

2

and a three-dimensional vector b = (sin θ cosϕ, sin θ sinϕ, cos θ)T ∈ R
3 on the

unit sphere through the relation (2.15). The correspondence is illustrated in Fig. 2.2.
The unit sphere is called the Bloch sphere, and the three-dimensional vector on the
sphere is called the Bloch vector. For instance, the states |0〉 and |1〉 correspond to
the north and south poles of the Bloch sphere, respectively. Compared to the unit
vector of C

2, it is easy to imagine the Bloch vector helping us to geometrically grasp
states. Moreover, as we explain in Sect. 5.3.1, the Bloch vector is redefined as a vector
whose components are expectation values of some physical quantities, thus we can
directly have a physical intuition from the Bloch vector representation.

(R2): To obtain an information from a physical system, we need to make a mea-
surement (of a physical quantity). The typical measurement in a qubit system is
a basis measurement.21 A basis measurement has two distinct outcomes, and is
mathematically represented by an ONB of C

2. For instance, two unit vectors in
(2.10) form an ONB {|0〉, |1〉}, which provides a typical example of a basis measure-
ment.22 In the field of quantum computation, this is called the computational basis.
Example 2.1 uses a measurement of the computational basis. Of course, there are
infinitely many ONBs, e.g.,

(Footnote 20 continued)
be arguments of a and b, respectively. Then, (2.11) can be written as |ψ〉 = eiϕ1 cos θ′|0〉 +
eiϕ2 sin θ′|1〉. Due to the phase indefiniteness of a state, this state is physically equivalent to |ψ′〉 =
cos θ′|0〉 + ei(ϕ2−ϕ1) sin θ′|1〉. (|ψ〉 = eiϕ1 |ψ′〉.) Therefore, we get (2.15) and its parameter range
by putting ϕ := ϕ1 − ϕ2 (0 ≤ φ < 2π), θ := 2θ′ (0 ≤ θ ≤ π). (See Sect. 5.3.1 for more general
argument.)
21 We will see more general measurements in Secs. 5.2 and 5.3.2.
22 Notice that each unit vector in (2.10) can be a physical state. However, as an ONB, they can also
represent a basis measurement.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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|ξ0〉 := 1√
2
(1, 1)T , |ξ1〉 := 1√

2
(1,−1)T (2.16)

and

|η0〉 := 1√
2
(1, i)T , |η1〉 := 1√

2
(1,−i)T , (2.17)

each corresponds to a basis measurement. In fact, as we explain later, each basis
corresponds to a physical quantity. (See Sect. 5.2.1.)

Concerning the measurement outcome, we always label the two-valued outcomes
by 0 and 1 in this chapter. In physics, we usually use a real number to represent an
outcome with an appropriate unit system. On the other hand, in quantum information
theory, the value of the outcome itself is generally not essential. Important things are
to distinguish different outcomes to encode each information and to describe their
probabilities for the occurrence.

(R3): Although we have the mathematical representations of states and measure-
ments, at this stage, we don’t get any physical information. We need the fundamental
law for the proposition (2.1).

In a qubit system, the law is given as follows: if performing a basis measurement
{|φ0〉, |φ1〉} under a state |ψ〉, we randomly get an outcome i = 0 or 1 with the
probabilities

|〈φi |ψ〉|2 (i = 0, 1). (2.18)

This is the simplest example of the proposition (2.1) of QM.

Excercise 2.3 Under a state |ψ〉 = ( i√
3
,

√
2
3 )T , let perform a basis measurement of

(2.16). Calculate the probability to obtain each outcome. How about the case for the
basis measurement of (2.17) under the same state?

Excercise 2.4 Make up a state and a basis measurement in a qubit system as you
like, and calculate the probability for each outcome of the measurement under the
state.

2.3.2 Time Evolution in Qubit System

A state can change as the time passes. In a qubit system, there are two kinds of time
evolution:

(R4) Unitary time evolution: |ψ〉 �→ U |ψ〉 with a unitary operator U .

(R5) State-change after a measurement: |ψ〉 outcome i�−→ |φi 〉 (i = 0, 1) for a basis
measurement {|φi 〉}i=0,1.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
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(R4): The basic law of a time evolution in a qubit system is the unitary evolution:
An initial state |ψ〉 ∈ C

2 and the final state |ψ′〉 ∈ C
2 are connected by a 2 × 2

unitary matrix23 U such that
|ψ′〉 = U |ψ〉. (2.19)

U is called a time evolution matrix, or a unitary transformation, which
characterizes the way how the quantum state evolves in time. (In Chap. 5, we see that
the unitary evolution is based on the famous Schrödinger equation.)

The following example shows how (R4) is used.

Example 2.2 Consider a basis measurement of (2.16) after the time evolution with

a time evolution matrix U = 1√
2

(
1 1
1 −1

)
from an initial state |0〉. From (2.19), the

final state is |ψ′〉 = U |0〉 = 1√
2

(
1 1
1 −1

) (
1
0

)
= |ξ0〉. From (2.18), the probabilities

to obtain outcomes 0 and 1 are |〈ξ0|ψ′〉|2 = 1 and |〈ξ1|ψ′〉|2 = 0, respectively. In
other words, we obtain the outcome 0 with certainty.

Notice that if |ψ〉 is a unit vector in C
2, then so is |ψ′〉 = U |ψ〉, assuring that

they can represent a state in any time. This can be easily seen using the formula for
a d × d matrix A:

〈A†χ|ξ〉 = 〈χ|Aξ〉 (2.20)

for all |χ〉, |ξ〉 ∈ C
d .24 Using this, we observe the norm-preservation property of a

unitary matrix as follows:

||ψ′||2 = 〈ψ′|ψ′〉 = 〈Uψ|Uψ〉 = 〈U †Uψ|ψ〉 = 〈I ψ|ψ〉 = 〈ψ|ψ〉 = ||ψ||2.
(2.21)

Note that we have used (2.20) for |χ〉 = U |ψ〉, |ξ〉 = |ψ〉 and A = U in the third
equality and the unitarity condition U †U = I in the forth equality.

In principle, we have different time evolutions as many as unitary matrices. Thus,
a choice of a unitary matrix provides us a way to control a quantum system. For
instance, in quantum computation, we theoretically find a unitary matrix which is of
help to a particular calculation. (See Chaps. 3 and 4 for details.)

The following are examples of 2 × 2 unitary matrices which are often used in
quantum information science:

• Unit matrix I and Pauli matrices σx ,σy,σz

I =
(

1 0
0 1

)
, σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (2.22)

23 Recall that a matrix U is called a unitary matrix iff it satisfies the unitarity condition UU † =
U †U = I where I is the unit matrix (or the identity matrix).
24 As A† = (a ji ) for A = (ai j ), we have 〈A†χ|ξ〉 = ∑

i (A†|χ〉)i yi = ∑
i
∑

j a ji x j yi =∑
j x j (

∑
i a ji yi ) = 〈χ|Aξ〉. We strongly recommend the reader to recognize the definition of the

adjoint matrix not by the matrix elements but by the formula (2.20) (see Sect. A.3.3).

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_3
http://dx.doi.org/10.1007/978-3-662-43502-1_4
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Pauli matricesσx ,σy,σy are sometimes denoted asσ1,σ2,σ3 or simply as X, Y, Z ,
respectively.
• Hadamard matrix H

H := 1√
2
(σx + σz) = 1√

2

(
1 1
1 −1

)
. (2.23)

• Rotations (on the Bloch sphere) Rx , Ry, Rz

Rx (θ) = cos(θ/2)I − i sin(θ/2)σx =
(

cos(θ/2) −i sin(θ/2)

−i sin(θ/2) cos(θ/2)

)
, (2.24)

Ry(θ) = cos(θ/2)I − i sin(θ/2)σy =
(

cos(θ/2) − sin(θ/2)

sin(θ/2) cos(θ/2)

)
, (2.25)

Rz(θ) = cos(θ/2)I − i sin(θ/2)σz =
(

exp(−iθ/2) 0
0 exp(iθ/2)

)
. (2.26)

The time evolutions with Rx (θ), Ry(θ), Rz(θ) are clear in the Bloch vector represen-
tation of states: they transform a state by rotating the corresponding Bloch vectors
by angle θ about the x, y, z axes (counterclockwise as viewed from the positive
directions). For instance, the state |0〉 is transformed by Rx (π/2) as Rx (π/2)|0〉 =
(|0〉 − i |1〉)/√2, while the corresponding Bloch vectors of |0〉 and Rx (π/2)|0〉 are
the north pole of the Bloch sphere and the vector with (θ,ϕ) = (π/2, 3π/2) (or
(0,−1, 0) in the normal coordinate of R

3.)

Excercise 2.5 Show that Pauli matrices σx ,σy,σz , Hadamard matrix H , and rota-
tions Rx , Ry, Rz are all unitary.

Excercise 2.6 Let |ψ〉 = ( i√
5
, 2√

5
)T be an initial state. Calculate the probabilities to

obtain outcomes 0 and 1 when making a basis measurement of computational basis
after the time evolution with Pauli matrix σx .

Excercise 2.7 Show the following properties of Pauli matrices:

[σx ,σy] = 2iσz, [σy,σz] = 2iσx , [σz,σx ] = 2iσy (2.27)

σ2
x = σ2

y = σ2
z = I , {σx ,σy} = {σy,σz} = {σz,σx } = 0 (2.28)

Here [A, B] and {A, B} for matrices A, B are defined by [A, B] := AB − B A and
{A, B} := AB + B A, which are called the commutator and the anticommutator
of A, B, respectively. Observe also that (2.27) and (2.28) can be summed up as
[σ j ,σk] = ∑

l=1,2,3 2iε jklσl
25 and {σ j ,σk} = 2δ jk I ( j, k = 1, 2, 3) with the

Levi-Civita Symbol ε jkl
26 and the Kronecker delta symbol.

25 [Remark for physicists] From (2.27), the matrices Si := �σi
2 (i = 1, 2, 3) represent angular

momentums (or spin 1/2) [10].
26 ε jkl = 1 if ( j, k, l) is an even permutation of (1, 2, 3), ε jkl = −1 if ( j, k, l) is an odd permutation
of (1, 2, 3), otherwise ε jkl = 0.
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(R5): In a quantum system, we have another time evolution caused by a performance
of a measurement. This is completely different from the unitary time evolution in
the sense that the way how a state changes depends on the obtained outcome. In this
book, we call the state change due to the measurement a measurement process. A
resultant state after the measurement is called a post-measurement state.

Though there are several kinds of measurement processes, the most typical one is
the projective measurement with respect to a basis measurement: Assume that we
obtain an outcome i (i = 0, 1) after performing a basis measurement {|φ0〉, |φ1〉}
under the initial state |ψ〉. Then, irrespective of the initial state, it changes to the state
|φi 〉 (i = 0, 1) according to the obtained outcome i :

|ψ〉 outcome i�−→ |φi 〉 (i = 0, 1). (2.29)

Namely, a post-measurement state is one of the vectors of the basis {|φi 〉}i=0,1. The
occurrence of a state change due to a measurement is one of the distinct characters
from a classical physics. We explain the general theory of measurement process in
Sect. 5.3.4 in details (see also Sect. 5.2.4). Here, the reader should just recognize that
this state-change is inevitable to get an information from a quantum system.

Example 2.3 Perform a basis measurement of a computational basis under a state
|ψ〉 = √1/3|0〉+√2/3|1〉. If we get the outcome 1 (which occurs with a probability
|√1/3|2 = 1/3), the state changes to |0〉; if we get the outcome 0 (which occurs with
a probability |√2/3|2 = 2/3), the state changes to |1〉.

Here, we notice a useful fact which enables us to fix a particular basis mea-
surement, e.g., of a computational basis, by combining a measurement and a time
evolution: Any basis measurement {|ψ0〉, |ψ1〉} can be realized by another basis mea-
surement {|φ0〉, |φ1〉} combined with a time evolution given by the unitary U which
satisfies |φi 〉 = U |ψi 〉 (i = 0, 1) (see Exercise A.12 for the existence of such a
unitary matrix). Indeed, for any state |ψ〉, the probability to get an outcome i = 0, 1
by the measurement {|φ0〉, |φ1〉} under the final state |ψ′〉 = U |ψ〉 is given by

|〈φi |ψ′〉|2 = |〈φi |Uψ〉|2 = |〈U †φi |ψ〉|2 = |〈ψi |ψ〉|2,

which coincides with the probability to get an outcome i = 0, 1 of the measurement
{|ψ0〉, |ψ1〉} under the initial state |ψ〉. Hence, these two operations are statistically
equivalent for an arbitrary state |ψ〉.27 Based on this fact, we sometimes (especially
in the field of quantum computation) consider only the measurements of the compu-
tational basis.

27 If one also wants to coincide the post-measurement states, then just apply U † in the final step.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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2.3.3 Composition of Qubit Systems: n-Qubit Systems

As the conclusion of this chapter, we explain the description of a composite system
of a multiple qubit system. If we are interested in n qubit systems together e.g.,
considering their collisions, we need to describe their composite system. We call the
composite system of n qubit systems an n-qubit system, or simply, a multi-qubit
system. While the vector space C

2 describes each qubit system, the vector space to
describe an n-qubit system is the 2n-dimensional Euclidean space C

2n � (C
2)⊗n :=

C
2⊗C

2⊗ · · ·⊗C
2 as the n-fold tensor product space.28 Then, the descriptions of a

state, a measurement, and a time evolution of an n-qubit system are given by simple
generalizations of the ones in a qubit system:

(R1′) A state is represented by a unit vector |ψ〉 in C
2n

.
(R2′) A measurement is represented by an ONB {|φi 〉}i=1,...,2n of C

2n
.

(R3′) When we perform a measurement {|φi 〉}i=1,...,2n under a state |ψ〉, we get an
outcome, labeled by e.g., i = 1, . . . , 2n , randomly with the probability

|〈φi |ψ〉|2 (i = 1, . . . , 2n). (2.30)

(R4′) Unitary time evolution: |ψ〉 �→ U |ψ〉 with a unitary operator U .

(R5′) State-change after a measurement: |ψ〉 outcome i�−→ |φi 〉 (i = 1, . . . , 2n) for a
basis measurement {|φi 〉}i=1,...,2n .

However, to describe a composite system, it is important to specify the relations
between each subsystem and the total system about states, measurements, and time
evolutions. It is on this point that the tensor product structure plays an essential role.

We first explain the case of 2-qubit system in detail. Then, the generalization to
the case of n-qubit system is straightforward.

First, consider the situation that two qubit systems are independently prepared in
states |ψ〉 = (a0, a1)

T ∈ C
2 and |φ〉 = (b0, b1)

T ∈ C
2, respectively. Then, the total

state of the composite system is described by a unit vector in C
4 characterized by

the tensor product of |ψ〉 and |φ〉:

|ψ〉 ⊗ |φ〉 :=
(

a0|φ〉
a1|φ〉

)
=

⎛
⎜⎜⎝

a0b0
a0b1
a1b0
a1b1

⎞
⎟⎟⎠ ∈ C

4 . (2.31)

Example 2.4 Assume that two qubit systems are in a state |ψ〉 = 1√
3
(i,
√

2)T and

|φ〉 = 1√
5
(2, 1)T , respectively. From (2.31), the composite state is |ψ〉 ⊗ |φ〉 =

( i√
3
|φ〉,

√
2√
3
|φ〉)T = 1√

15
(2i, i, 2

√
2,
√

2)T .

28 In this subsection, we briefly explain the necessary mathematics of the tensor product of C
2 for

qubit systems. For the details, see Appendix A.5.1.
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It is noteworthy to observe here that the essential properties of the tensor product
are the bilinearity29 and the inner-product rule:

(Bilinearity) For any |ψ〉, |ψ1〉, |ψ2〉 ∈ C
2, |φ〉, |φ1〉, |φ2〉 ∈ C

2 and a ∈ C,

(a) (|ψ1〉 + |ψ2〉)⊗ |φ〉 = |ψ1〉 ⊗ |φ〉 + |ψ2〉 ⊗ |φ〉,
(b) |ψ〉 ⊗ (|φ1〉 + |φ2〉) = |ψ〉 ⊗ |φ1〉 + |ψ〉 ⊗ |φ2〉,
(c) a(|ψ〉 ⊗ |φ〉) = (a|ψ〉)⊗ |φ〉 = |ψ〉 ⊗ (a|φ〉).
(Inner product) For any |ψ1〉, |ψ2〉 ∈ C

2, |φ1〉, |φ2〉 ∈ C
2,

〈ψ1 ⊗ φ1|ψ2 ⊗ φ2〉 = 〈ψ1|ψ2〉〈φ1|φ2〉, (2.32)

where we use an abbreviated notation |ψ ⊗ φ〉 := |ψ〉 ⊗ |φ〉.
In a general argument, it is convenient to use these properties rather than going

back to the vector components (2.31).

Excercise 2.8 By the direct use of (2.31), show the biniliarity (a), (b), (c) and the
inner product rule (2.32).

A striking fact is that a state in a 2-qubit system is not always written in the product
form (2.31). Due to the superposition principle, there exists a state composed of
a superposition of states (2.31), and such superposition states generally cannot be
written in the product form (2.31).

Example 2.5 A superposition state

|ψ〉 = 1√
2
(|0〉 ⊗ |0〉 + |1〉 ⊗ |1〉) = 1√

2
(1, 0, 0, 1)T (2.33)

is a unit vector of C
4 which cannot be written as the product form (2.31).30

A state with the form (2.31) is called a product state, while a state which cannot be
written in the product form is called an entangled state. It is known that entangled
states have a stronger correlation than classical ones.31 As we will see in Chap. 7,
entangled states play an important role for many applications to quantum information
processings.

In a composite system, it is possible to perform a joint measurement of local
measurements on each subsystem (see Fig. 2.3). In a 2-qubit system, we have a joint
measurement of an ONB {|ψi 〉}i=0,1 of one qubit system and an ONB {|φi 〉}i=0,1
of another qubit system together. Note that, as we have two outcomes 0, 1 in each

29 See also (A.32) and footnote 27 in Appendix A.5.1.
30 Assume on the contrary that (2.33) can be written in the product form |ψ〉 = |φ〉 ⊗ |ξ〉.
Then, from (2.31), there exist complex numbers a0, a1, b0, b1 ∈ C such that 1√

2
(1, 0, 0, 1)T =

(a0b0, a0b1, a1b0, a1b1)
T . From the second element, we have a0 = 0 or b1 = 0. However, the

former case contradicts the first element, and the latter case contradicts the forth element.
31 Precisely speaking, an entangled state has a correlation which cannot be explained by any local
realistic model [3].

http://dx.doi.org/10.1007/978-3-662-43502-1_7
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Fig. 2.3 An illustration of a joint measurement on a multiple qubit system

qubit system, a measurement outcome of a 2-qubit system is a pair of measurement
outcomes (i, j) (i, j = 0, 1). The joint measurement is then described by an ONB
{|ψi 〉 ⊗ |φ j 〉}i, j=0,1 on C

4, such that the joint probability to get an outcome (i, j)
under a composite state |ψ〉 ∈ C

2 is given by

|〈ψi ⊗ ψ j |ψ〉|2 (i, j = 0, 1), (2.34)

which is in accordance with (2.30): Note that {|ψi 〉 ⊗ |φ j 〉}i, j=0,1 forms an ONB
of C

4 since the orthonormality condition (〈ψi ⊗ φ j |ψk ⊗ φl〉 = δikδ jl ) follows by
(2.32) and the dimension of C

4 is 4 (see also Proposition A.13). If the measurement
is the projective measurement, the post-measurement state is one of |ψi 〉 ⊗ |φ j 〉
depending on the outcome (i, j) (see (R5′)). A typical joint measurement is given
by each computational basis. The corresponding ONB {|i〉 ⊗ | j〉}i, j=0,1

32 of C
4 is

called the computational basis of a 2-qubit system. In the following, we use a further
abbreviation |i j〉 := |i〉 ⊗ | j〉 for the computational basis.

Example 2.6 Let the composite state |ψ〉 of a 2-qubit system be the entangled state
(2.33) and consider the joint measurement of the computational basis {|i j〉}i, j=0,1.
Then, the joint probabilities to get outcomes (0, 0), (0, 1), (1, 0), and (1, 1) are given
by |〈00|ψ〉|2 = |(1, 0, 0, 0) 1√

2
(1, 0, 0, 1)T |2 = 1/2, |〈01|ψ〉|2 = |(0, 1, 0, 0) 1√

2

(1, 0, 0, 1)T |2 = 0, |〈10|ψ〉|2 = |(0, 0, 1, 0) 1√
2
(1, 0, 0, 1)T |2 = 0, and |〈00|ψ〉|2 =

|(0, 0, 0, 1) 1√
2
(1, 0, 0, 1)T |2 = 1/2, respectively. Therefore, the probability to get

the same outcomes (i.e., (0, 0) or (1, 1)) is 1. (Note that we observe here a perfect
correlation in the entangled state (2.33)).

In a joint measurement of a multi-qubit system, it is not necessarily to perform
measurements on all qubit systems. It is possible to perform a local measurement of
a subsystem of a multi-qubit system, for which we need to add a new measurement
rule. In the case of a 2-qubit system, we can perform a local measurement of an
ONB {|ψi 〉}i=0,1 of one qubit system only. To describe the measurement rule, it is
convenient first to introduce an “inner product” between vectors living in different
vector spaces. We define an “inner product” between a vector |χ〉 ∈ C

2 of the left

32 By using (2.31), check that {|i〉 ⊗ | j〉}i, j=0,1 forms the standard bases {(1, 0, 0, 0)T ,

(0, 1, 0, 0)T , (0, 0, 1, 0)T , (0, 0, 0, 1)T } of C
4.
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qubit and |ψ〉 :=∑
k |ξk〉 ⊗ |ηk〉 ∈ C

2⊗C
233 by

〈χ|ψ〉 :=
∑

k

〈χ|ξk〉|ηk〉 ∈ C
2 .

Similarly, one can define an “inner product” between a vector of the right qubit and
a vector of the composite system. Roughly speaking, an “inner product” is to take
the usual inner product between vectors belonging to the same vector space in the
tensor product space, the left C

2 in the above case. Notice, however, that the result
of an “inner product” is not a scalar but a vector.

As an example, for the entangled state |ψ〉 = 1√
2
(|0〉 ⊗ |0〉 + |1〉 ⊗ |1〉) in (2.33),

we have

〈0|ψ〉 = 1√
2
(〈0|0〉|0〉 + 〈0|1〉|1〉) = 1√

2
|0〉

〈1|ψ〉 = 1√
2
(〈1|0〉|0〉 + 〈1|1〉|1〉) = 1√

2
|1〉. (2.35)

Now we are ready to describe the rule for a measurement in a subsystem: Under a
composite state |ψ〉 ∈ C

2⊗C
2 of a 2-qubit system, if we perform a basis measure-

ment of an ONB {|ψi 〉}i=0,1 of one qubit system only (without loss of generality,
let the qubit be the left part of C

2⊗C
2), then we get an outcome i = 0, 1 with the

probabilities
||〈ψi |ψ〉||2 (i = 0, 1). (2.36)

This is a generalization of the rule (2.33). The projective measurement for this mea-
surement is characterized by

|ψ〉 outcome i�−→ |ψi 〉 ⊗ 〈ψi |ψ〉/||〈ψi |ψ〉|| (i = 0, 1). (2.37)

The division by the norm in the last expression is simply for the normalization of
the vector 〈ψi |ψ〉. Therefore, the state-change due to the projective measurement is
essentially |ψ〉 �→ |ψi 〉 ⊗ 〈ψi |ψ〉: Namely, the state of the measured qubit changes
to |ψi 〉, as the usual projective measurement, while the state of the untouched qubit
changes to 〈ψi |ψ〉 up to normalization.

Example 2.7 Under the entangled state (2.33) of a 2-qubit system, let perform a
local measurement of the computational basis {|i〉}i=0,1 on the left qubit. Then, from
(2.35) and (2.36), the probabilities to get an outcome i = 0, 1 are ||〈i |ψ〉||2 =
|| 1√

2
|i〉||2 = 1

2 . From (2.37), the post-measurement state with an outcome i = 0, 1

33 Notice here that any vector in C
2⊗C

2 can be written in the form |ψ〉 := ∑
k |ξk〉 ⊗ |ηk〉:

Letting {|ψi 〉 ⊗ |φ j 〉}i, j=0,1 be an ONB of C
2⊗C

2, any vector |ψ〉 can be written as |ψ〉 =∑
k, j xk j |ψk〉 ⊗ |φ j 〉 with complex coefficients xk j ∈ C. Using the bilinearity, we have |ψ〉 =∑
k |ψk〉 ⊗ (

∑
j xk j |φ j 〉) =:∑k |ψk〉 ⊗ |ηk〉.
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is
|i〉 ⊗ 〈i |ψ〉/||〈i |ψ〉|| = |i〉 ⊗ |i〉. (2.38)

Alternatively, if we start from the expression of the state:

|ψ〉 =
∑

k

|ψk〉 ⊗ |ηk〉, (2.39)

then we have 〈ψi |ψ〉 = |ηi 〉 by using the orthonormality condition of |ψi 〉. Therefore,
one can immediately recognize that the probability to obtain an outcome i and the
post-measurement state are

||ηi ||2 and |ψi 〉 ⊗ |ηi 〉/||ηi || (i = 0, 1), (2.40)

directly from the expression (2.39).

Excercise 2.9 Consider a local measurement of the basis (2.16) on the right part of
2-qubit under the composite state |ψ〉 = 1√

15
(|00〉+3|01〉− |10〉+2|11〉) Calculate

the probability to obtain an outcome i and the post-measurement state.

Finally, we explain the description of the local time evolution. In a 2-qubit system,
each qubit system can independently evolves in time by the unitary time evolutions
U and V , respectively. The total effect of the time evolution is given by the tensor
product of the unitary matrices: U ⊗ V defined by the following action on C

2⊗C
2:

(U ⊗ V )|ψ〉 ⊗ |φ〉 := U |ψ〉 ⊗ V |φ〉.

From (2.31), U ⊗ V can be represented by a 4× 4 complex matrix as follows: For

U =
(

u11 u12
u21 u22

)
, V =

(
v11 v12
v21 v22

)
,

U ⊗ V =
(

u11V u12V
u21V u22V

)
=

⎛
⎜⎜⎝

u11v11 u11v12 u12v11 u12v12
u11v21 u11v22 u12v21 u12v22
u21v11 u21v12 u22v11 u22v12
u21v21 u21v22 u22v21 u22v22

⎞
⎟⎟⎠ .

For example, the tensor product of two Hadamard transforms is given as

H⊗H = 1√
2

(
1 1
1 −1

)
⊗ 1√

2

(
1 1
1 −1

)
= 1√

2

(
H H
H −H

)
= 1

2

⎛
⎜⎜⎝

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎞
⎟⎟⎠ .
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Notice however, a general unitary matrix on C
4 cannot be written in the product

form U⊗V .34 Physically speaking, the time evolution matrix is in general not of the
product form if there exists an interaction between qubit systems.

Although we have focused on the description of a 2-qubit system so far, the
generalization to the composition of n-qubit systems is straightforward. The vector
space is an n-fold tensor product of C

2 which can be defined inductively as (C
2)⊗n :=

C
2⊗(C

2)⊗n−1 (n = 2, 3, . . .). For instance, in a 3-qubit system, the composite state
where the first qubit is in a state |ψ〉 = (a0, a1)

T ∈ C
2, the second qubit is in a

state |φ〉 = (b0, b1)
T ∈ C

2, and the third qubit is in a state |ξ〉 = (c0, c1)
T ∈ C

2, is
described by

|ψ〉 ⊗ |φ〉 ⊗ |ξ〉 :=
(

a0|φ〉 ⊗ |ξ〉
a1|φ〉 ⊗ |ξ〉

)

= (a0b0c0, a0b0c1, a0b1c0, a0b1c1, a1b0c0, a1b0c1, a1b1c0, a1b1c1)
T ∈ C

8 .

(2.41)

An ONB {|i1〉⊗|i2〉⊗· · · |in〉}i1,...,in=0,1 in (C
2)⊗n35 is again called the computa-

tional basis of n-qubit system. We use an abbreviation such as |i1〉⊗|i2〉⊗· · · |in〉 =
|i1i2 · · · in〉 to avoid a lengthy notation. In the following, let us consider the joint mea-
surement of the computational basis.36

A measurement of the computational basis on a composite system is physically
realized by performing measurement of computational bases in each qubit system
together. As we get two outcomes 0, 1 in each qubit system, the measurement out-
come in the computational basis of an n-qubit system is given as an n-tuple of
respective measurement outcomes (i1, i2, . . . , in) (i1, . . . , in = 0, 1). (See Fig. 2.3).
Thus, there are 2n measurement outcomes, from (0, . . . , 0) to (1, . . . , 1).

First, consider a measurement of the computational basis |i1i2 · · · in〉 on an n-
qubit system. Then, the probability to get an outcome (i1, . . . , in) under a state
|ψ〉 ∈ (C

2)⊗n is given by
|〈i1i2 · · · in|ψ〉|2, (2.42)

and the post-measurement state is one of |i1, . . . , in〉 depending on the outcome
(i1, . . . , in).

Next, consider a local measurement of the computational basis of an m-qubit
(m ≤ n) system on an n-qubit system. For the simplicity of description, we focus

34 For instance, the CNOT gate (3.10) in Chap. 3 is such an example.
35 Check that {|i〉 ⊗ | j〉 ⊗|k〉}i, j,k=0,1 forms the standard basis {(1, 0, 0, 0, 0, 0, 0, 0)T ,(0, 1, 0, 0,

0, 0, 0, 0)T , . . . , (0, 0, 0, 0, 0, 0, 0, 1)T } of C
8, by using (2.41).

36 For an arbitrary choice of an ONB of each qubit, just replace the computational basis to the basis
to obtain the general measurement rule. However, remind that the arbitrary basis measurement
can be realized by the measurement of the computational basis with a suitable (locally) unitary
transformation (see the end of Sect. 2.3.2). Hence, we don’t lose any generality by restricting the
measurement to the computational basis. Indeed, this is often done especially in the context of
quantum computation.

http://dx.doi.org/10.1007/978-3-662-43502-1_3
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on m-qubit system that consists of the m qubit systems from the left in (C
2)⊗n =

C
2⊗C

2⊗ · · · ⊗ C
2. By performing this measurement under a general state |ψ〉 ∈

(C
2)⊗n , the probability to obtain an m-tuple of outcomes (i1, . . . , im) is given by

||〈i1 · · · im |ψ〉||2, (2.43)

where 〈i1 · · · im |ψ〉 is an “inner product” between a vector in (C
2)⊗m and a vector in

(C
2)⊗n : For a vector |χ〉 ∈ (C

2)⊗m and |ψ〉 =∑
k |ξk〉⊗|ηk〉 ∈ (C

2)⊗m⊗(C
2)⊗n−m ,

〈χ|ψ〉 :=
∑

k

〈χ|ξk〉|ηk〉 ∈ (C
2)⊗n−m . (2.44)

The post-measurement state with the measurement outcome (i1, . . . , im) is given by

|ψ〉 outcome (i1,...,im )�−→ |i1 · · · im〉 ⊗ 〈i1 · · · im |ψ〉/||〈i1 · · · im |ψ〉||. (2.45)

The division by the norm in the last expression is again for the normalization of the
vector. Therefore, the state-change due to the projective measurement is essentially
|ψ〉 �→ |i1 · · · im〉 ⊗ 〈i1 · · · im |ψ〉.
Example 2.8 Consider a measurement of the computational basis of 2 left qubits
on a 3-qubit system which is in a state |ψ〉 = 1

2 (|000〉 + |001〉 + |101〉 + |111〉).
Observing that |ψ00〉 := 〈00|ψ〉 = 1

2 (|0〉 + |1〉), |ψ01〉 := 〈01|ψ〉 = 0, |ψ10〉 :=
〈10|ψ〉 = 1

2 |1〉, |ψ11〉 := 〈11|ψ〉 = 1
2 |1〉 and using (2.43), the probabilities to get

outcomes (0, 0), (0, 1), (1, 0), (1, 1) are ||ψ00||2 = 1/2, ||ψ01||2 = 0, ||ψ10||2 =
1/4, ||ψ11||2 = 1/4, respectively. By (2.45), the post-measurement states with out-
comes (0, 0), (1, 0), (1, 1) are |00〉 ⊗ |ψ00〉/(||ψ00||) = 1√

2
(|000〉 + |001〉), |10〉 ⊗

|ψ10〉/||ψ10|| = |101〉, |11〉⊗ |ψ11〉/||ψ11|| = |111〉, respectively. Note that, there is
no need to consider a post-measurement state for the outcome (0, 1) as the probability
to get it is zero.
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Chapter 3
Foundations on Quantum Computing

3.1 What is Computation?

The computation is an important concept to base a wide range of science and
technology such as mathematics, and hence, you may be able to come up with a
number of examples of the computation for specific problems. We now would like
to discuss the concept of computation in mathematical manners. It is the theoretical
computer science that the field offers the manner that formalizes the computation
mathematically and discusses its (im)possibility.

Abstractly, computation is a procedure that transforms input information to the
output result by a sequence of simple elementary operations. Let us consider a prob-
lem that decides if a given number x is a prime or not. This problem can be solved
in hand by testing whether x is divisible by every number more than 1. If no number
less than x divides x , then we decide x is a prime, and otherwise, it is a composite
number. It is obvious for this procedure to provide a correct answer for every num-
ber x from the definition of primes. We can explicitly write down this procedure as
follows. This procedure takes a number x we want to decide its primality as an input
and then it automatically carries on steps shown in (i)–(iv). Finally, it outputs the
result that is whether x is a prime or not.

Primality Test
Input: a number x ∈ N

Output: 1 if x is a prime, and 0 if x is a composite number

(i) Set y = 2.
(ii) If the remainder obtained by dividing x by y is equal to 0, output 0 and halt

this procedure. Otherwise, go to (iii).
(iii) Increment y by 1.
(iv) If y = x , output 1 and halt this procedure. Otherwise, go back to (ii).

For example, let us take an input x = 3. At step (i), the value of y becomes 2.
At step (ii), dividing 3 by 2, the remainder is 1. Hence, it does not halt and move to
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step (iii), and the value of y is incremented from 2 to 3. Then, y = x holds at step
(iv), and thus, this procedure outputs 1, that is, decides that the input 3 is a prime,
and halts.

If you have learned any programming language, you can easily implement this
procedure on your computer by a sequence of simple operations such as conditional
branches and arithmetic operations. This procedure indeed consists only of simple
operations, but we can obtain the correct answer for any number x by it. Such a
procedure, a sequence of simple operations defined in advance, is usually called an
algorithm. In order to formalize the algorithm mathematically, the above description
is inadequate; we actually need to strictly define a mathematical model of a computer
with its elementary operations. As one of specific models of a computer, we will
briefly study the circuit model in Sect. 3.3.

In the field of the theoretical computer science, it is important not only if we
can construct an algorithm that solves a given problem, but also how efficiently
the algorithm solves the problem. It is because the field is also motivated by an
engineering perspective that we wish to solve large-scale problems much faster when
the algorithm is implemented on computers.

We usually measure the efficiency by complexity. In order to define the concept
strictly, we need to define a mathematical model of algorithms, but we can roughly
define the complexity of some problem as sufficient and necessary numbers of ele-
mentary operations for solving the problem. Since this concept is directly connected
to computation time for solving the problem, it is also called time complexity. (If
simply saying ‘complexity’, it usually indicates the time complexity, but note that
the term ‘complexity’ covers a wide range of concepts of efficiency, for example, the
space complexity of some problem is defined as sufficient and necessary amount of
memory for solving the problem.) Precisely, the time complexity is one of complex-
ity measures defined over a specific computational model called the Turing machine,
and thus, for the circuit model to be discussed, we require another measure based
on its elementary operations than the time complexity. In any case, the number of
elementary operations is an important measure for the efficiency.

In particular, we are interested in roughly how long computation time we require,
or how many elementary operations we require, to solve an input instance of a prob-
lem with respect to length of the input represented in binary digits. Since the computa-
tion time is realistically critical to handle huge inputs in computers, it is significant to
roughly estimate the computation time with respect to very long instances in binary
digits. Moreover, it is more reasonable to consider that the complexity of asymp-
totically long instances represents essential hardness of the problem. Therefore, we
investigate an order of computation time on input length n (in binary digits), and esti-
mate it using the order notation. For some constant C independent of input length
n, if a function t (n) which denotes the computation time satisfies t (n) ≤ C · f (n)
for all sufficiently large n, we write t (n) = O( f (n)), and say t (n) is of order f (n).
Then, we consider t (n) is smaller than f (n) roughly. (See Definition 3.1 in Sect. 3.2
for the formal definition.)
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Let us investigate computation time of the above algorithm for primality test. This
algorithm uses several elementary operations, but we now only count the number of
division for simplification. Let n be the binary length of a natural number x . (Note
that n digits in binary can represent natural numbers from 0 to 2n − 1, and thus, we
can identify x ∈ {0, 1}n as x ∈ {0, ..., 2n − 1}.) If x is a prime, starting with y = 2,
the algorithm repeats steps (i), (ii), and (iii) until y = x . Thus, the number of division
in this case is at most 2n − 2. If x is a composite number, the algorithm halts before
y arrives at x , and thus, the number of division is at most 2n − 2.

Is this algorithm the most efficient? Surely, it is quite significant to improve the
efficiency of algorithms. Checking this algorithm carefully, we can notice that it
wastes computation time. If x is a composite number, any factor of x must appear
at less than or equal to �√x�. Thus, it is enough to check if x is divisible by all the
natural numbers less than �√x� for testing primality of x , where �√x� denotes the
maximum integer that does not exceed

√
x . (We summarize mathematical notation

like �·� in Sect. 3.2.) Hence, we can significantly reduce the number of division by
replacing step (iv) to the following step (iv′):

(iv′) If y >
√

x , output 1 and halt this procedure. Otherwise, go back to (ii).

It is easy to see that the number of division becomes O(2n/2) by this replacement.
For the primality test, it is known that there is a polynomial-time algorithm

(namely, an algorithm whose computation time is at most nc for some constant c
independent of input length n), which is called the Agrawal-Kayal-Saxena primality
test [1]. Can we further improve the algorithm? Where is the limit of the improve-
ments?, that is, how long computation time we require for primality test at least? In
the field of the theoretical computer science, it is one of important research issues to
prove lower bounds of time complexity of problems, namely, statements how long
computation time any algorithm requires to solve the problem. Proving lower bounds
of time complexity is often quite difficult for explicit problems. For example, the best
known lower bound of time complexity of the primality test is n [2], and thus, it is
unknown whether the currently best algorithm which takes roughly O(n6) time [3]
is optimal or not.

So far, we only discussed classical computation implemented on conventional
computers. Quantum computation is a new computational model that incorporates
elementary operations given from principles of quantum physics, and it has been
known that it has great advantages over classical computation for several computa-
tional tasks, as described below. In Sect. 3.2, we summarize basic notation generally
required for discussions on information science throughout this book. We briefly
review the classical circuit model as one of the models for classical computation in
Sect. 3.3, and we introduce the quantum circuit model which deals with qubits as
media of quantum information in Sect. 3.4.

In any computational model, we take an input (e.g., a natural number) encoded by
a sequence of bits {0, 1}, apply an algorithm that consists of a sequence of elementary
operations to the input, and then, output the result encoded by a sequence of bits {0, 1}
like the input. In the classical circuit model, we implement a classical algorithm by
combining small predetermined functions (2-bit input 1-bit output functions defined
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in Table 3.1). In the quantum circuit model, we implement a quantum algorithm by
applying a sequence of small predetermined unitary transforms (e.g., the Hadamard
transformation (2.23)) to qubits generated from the input, and output a sequence of
bits {0, 1} that encodes the result obtained by measurement.

3.2 Mathematical Notation for Information Science

Let us summarize mathematical notation, including those used in the previous
section, for information science in general.

We first introduce the floor and ceiling functions that associate reals with integers.
The floor function maps a real x to the maximum integer less than or equal to x as
�x� := max{n ∈ Z | n ≤ x}. The ceiling function maps a real x to the minimum
integer more than or equal to x as �x� := max{n ∈ Z | n ≤ x}.

In information science, the logarithm log plays an important role, and so does it
in this book. It depends on contexts which base of logarithms we assume. In this
book, all the logarithms are assumed to have base 2 unless it is explicitly stated
otherwise, and we omit it. For a logarithm loga x of x to base a > 0, since we have
loga x = 1

logb a logb x , we can see that the difference of bases only causes a gap of a
constant factor, and it is easy to convert it to other bases. In information science, the
logarithm is commonly assumed to have base 2, and then, a logarithm of a number
expresses bits of the number. (When we express a natural number n in binary, the
number of binary digits is �log2 n	.) In theories that deal with differentiation, it is
usually assumed to have base of the natural logarithm e. Also, we write logn x as
(log x)n .

Next, let us define the order notation for asymptotic evaluation of functions.

Definition 3.1 Let f, g : N → N be functions. If there exist a positive real C and
N0 ∈ N such that for every n > N0 we have f (n) ≤ Cg(n), namely,

lim
n→∞

f (n)

g(n)
≤ C, (3.1)

we write f (n) ∈ O(g(n)), or f (n) = O(g(n)). Also, there exist a positive real D
and N0 ∈ N such that for every n > N0 we have f (n) ≥ Dg(n), namely,

lim
n→∞

f (n)

g(n)
≥ D, (3.2)

we write f (n) ∈ Ω(g(n)), or f (n) = Ω(g(n)).
Note that the O notation and Ω notation give asymptotic upper and lower bounds,
respectively. For example, For f (n) = 2n2 + 3n + 1, we have f (n) = O(n2) and
f (n) = Ω(n2), and for f (n) = n + log2 n, f (n) = O(n) and f (n) = Ω(n). Also,
for f (n) = 23n + 4n23, we have f (n) = O(23n) and f (n) = Ω(23n).

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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Excercise 3.1 Let f (n) = n2 + loglog n n. f (n) = O(n2)?

We sometimes use the following asymptotic notions to express a function that
asymptotically diminishes or dominates.

Definition 3.2 Let f, g : N → N be functions. If, for every positive real c, there
exists an N0 ∈ N such that f (n) ≤ cg(n) for every n > N0, namely,

lim
n→∞

f (n)

g(n)
= 0, (3.3)

we write f (n) ∈ o(g(n)), or f (n) = o(g(n)). Also, if for every positive real d there
exists an N0 ∈ N such that f (n) ≥ dg(n) for every n > N0, namely,

lim
n→∞

f (n)

g(n)
= ∞, (3.4)

we write f (n) ∈ ω(g(n)), or f (n) = ω(g(n)).
For example, if f (n) = o(1), f (n) approaches to 0 as n increases, and if f (n) =
ω(n), f (n)/n diverges to infinity.

The number of elements in a set we discuss, i.e., the size of a set, often is of
significance in information science. We denote by |X | the size of a set X in this
book.

3.3 Classical Circuit Model

We overview algorithms and complexity in Sect. 3.1. As mentioned there, we need
to define a computational model to mathematically deal with algorithms. The best-
known computational model is the Turing machine in the field of theoretical computer
science, which performs computation in a manner close to programs on practical
computers. However, since the definition of the Turing machine is somewhat com-
plicated and it is tangled to handle the Turing machine in theory, we study another
famous computational model called classical circuit model in this section. Note
that the term “classical circuit” means a non-quantum circuit from the viewpoint of
quantum computing, it is called a logical circuit model in the field of conventional
(or, classical) computing.

The classical circuit consists of elementary gates of few predetermined types.
Here we use ∧ gate (AND gate), ∨ gate (OR gate), and ¬ gate (NOT gate). Each
of gates implements a function of a fixed number of inputs and 1-bit output. The ∧
and ∨ gates are 2-input and 1-output, and the ¬ gate is 1-input and 1-output. They
implement functions as given in Table 3.1.

Conventionally, ∧,∨ and ¬ are treated as (unary and binary) operators. So,
∧(x1, x2) is usually denoted by x1 ∧ x2. In the classical circuit model, we construct
a complicated circuit by combining these gates.
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Table 3.1 Elementary gates of classical circuits

∧ gate ∨ gate ¬ gate

Input Output Input Output Input Output
00 0 00 0 0 1
01 0 01 1 1 0
10 0 10 1
11 1 11 1

A function is called a Boolean function if it maps a sequence of n bits to 1
bit, and a classical circuit computes this function. For a given Boolean function
f : {0, 1}n → {0, 1}, a circuit computing f is not unique in general. Then, we
wish to choose a way to save a computational resource, i.e., a way of low complexity
from a viewpoint of theoretical computer science. In circuit models, elementary gates
correspond elementary operations in algorithms, and thus, the number of the gates
used in the circuit is typically adopted as a measure of efficiency.

Definition 3.3 The circuit complexity C( f ) of a Boolean function f : {0, 1}n →
{0, 1} is defined by the number of gates used in the minimum circuit that correctly
computes f . Namely, denoting by |C | the number of gates in a circuit C , we have
C( f ) := min{|C | : ∀x ∈ {0, 1}n, C(x) = f (x)}.
The circuit complexity is closely related to computation time of algorithms (i.e., time
complexity of Turing machines), but we omit the details here (see, for example, [4]
for the details). In this book, it is enough to just recognize that we have an efficient
algorithm that computes f if we have a small circuit for f . (This is the same as the
relation between quantum algorithms and quantum circuits.)

As an example, let us consider the following simple problem called the parity
problem. Given an n-bit sequence x , we decide whether the number of 1’s in x is odd
or even. We construct a classical circuit computing a function PARITY : {0, 1}n →
{0, 1} which correctly decides the parity function (i.e., PARITY(x) = 1 if it is odd
and PARITY(x) = 0 if it is even). In the case where n = 2, namely, x = x1x2
(x1, x2 ∈ {0, 1}), we can implement the exclusive OR1 of 2 inputs, i.e., the addition
over a finite field F2 (0⊕ 0 = 1⊕ 1 = 0, 0⊕ 1 = 1⊕ 0 = 1), by using 5 elementary
gates as shown in the following Fig. 3.1.

x1 ⊕ x2 = ⊕(x1, x2) = (x1 ∧ ¬x2) ∨ (¬x1 ∧ x2).

For general n inputs, i.e., x = x1 · · · xn (x1, ..., xn ∈ {0, 1}), we have PARITY(x)
= x1 ⊕ x2 ⊕ · · · ⊕ xn = (x1 ⊕ · · · ⊕ xn/2)⊕ (xn/2+1 ⊕ · · · ⊕ xn) if n is even, and
PARITY(x) = x1⊕x2⊕· · ·⊕xn = (x1⊕· · ·⊕x(n−1)/2)⊕(x(n−1)/2+1⊕· · ·⊕xn) if

1 We use the symbol⊕ to denote the exclusive OR in accord with convention of theoretical computer
science, but note that the symbol⊕ is also used to denote the direct sum of linear spaces and matrices
in this book.
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⊕ gate
input output

00 0
01 1
10 1
11 0

1x

2x

( )1 2,x x⊕
NOT

NOT

Fig. 3.1 Exclusive OR ⊕

n is odd. Therefore, an n-input PARITY can be recursively constructed from at most
two �n/2	-input PARITYs and one 2-input PARITY (where �n/2	 is the minimum
integer larger than or equal to n/2). By a simple calculation, we can figure out that
the number of gates is O(n) in this circuit.

By constructing an explicit circuit that computes the function, we can prove an
upper bound of circuit complexity of the function. For example, the above circuit
construction shows that C(PARITY) = O(n).

Then, can we compute any function by combining elementary gates? If possible,
what is an upper bound of circuit complexity of the function? The following theorem
answers these questions:

Theorem 3.1 For any n ∈ N and any Boolean function f : {0, 1}n → {0, 1} of
n-bit input and 1-bit output, the circuit complexity of f is at most 5 · 2n−1 − 4.

Proof By induction. Boolean functions of 1-bit input and 1-bit output are f (x) =
c (c ∈ {0, 1}), f (x) = x , and f (x) = ¬x , and hence, the number of gates is at most
1. (We need one ¬ gate in the case f (x) = ¬x .) Assume that any Boolean function
of (n−1)-bit input and 1-bit output can be constructed from 5 ·2n−2−4 elementary
gates. Note that the following equality holds:

f (x1, . . . , xn−1, xn) = (¬xn ∧ f (x1, ..., xn−1, 0)) ∨ (xn ∧ f (x1, ..., xn−1, 1)) ,
(3.5)

where xi is a variable over {0, 1}. (Check the value of the righthand side by substitut-
ing 0 and 1 into xn in the lefthand side.) By the assumption for induction, 5 ·2n−2−4
gates suffice to compute each of two functions f (x1, ..., xn−1, 0), f (x1, ..., xn−1, 1)
of (n − 1)-bit input. By the above equality, a circuit computing the function
f (x1, ..., xn) of n-bit input and 1-bit output can be constructed from two∧ gates, one
∨ gate, one ¬ gate, and circuits of f (x1, ..., xn−1, 0) and f (x1, ..., xn−1, 1). Thus,
any Boolean function of n-bit input and 1-bit output can be computed with at most
2 · (5 · 2n−2 − 4)+ 4 = 5 · 2n−1 − 4 gates. �

Now, what can we prove for lower bounds of circuit complexity? It is quite difficult
to prove lower bounds of explicit functions because we need to prove that any small
circuit cannot compute the explicit function. However, we can show the existence
of a hard function that no small circuit computes as follows. (We generally say a
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function is hard if it is impossible to compute with small amounts of computational
resources like the number of gates.)

Theorem 3.2 For any n ∈ N, there exists some Boolean function of n-bit input and
1-bit output f : {0, 1}n → {0, 1} such that circuit complexity of f is at least 2n/2n.

Proof We first count up the number of functions of n-bit input and 1-bit output, and
then we bound the number of circuits constructed from less than s gates from above.
For some appropriate s, we can show that the number of the functions (of n-bit input
and 1-bit output) is larger than the number of the circuits, and hence, there exists a
function that no small circuit computes. This is called counting argument, often used
in complexity theory.

Any function of n-bit input and 1-bit output has one-to-one correspondence with
a list of 2n-bit output values f (0 · · · 0), . . ., f (1 · · · 1). Since the number of such lists
is 22n

, the total number of the functions is 22n
.

On the other hand, an upper bound of the number of Boolean functions that have
less than s gates can be evaluated as follows: First, we count the number of ways to
connect each of gates to the others. Each gate has at most two input wires, and each
input wire connects to output wire of one of other s − 1 gates. Thus, the number of
ways to connect every gate to the others is at most

(s−1
2

)
at each of gates. Since this

is counted up at each of gates, the total number of ways of the connection is at most(s−1
2

)s
. Also, every gate should be assigned to one of ∧, ∨, ¬ and the identity gate

doing nothing of 1-bit input and 1-bit output, and then, the number of ways of the
assignment is 4s . Therefore, the total number of circuits constructed from at most s
gates is

(s−1
2

)s · 4s = (2(s − 1)(s − 2))s . If s ≤ 2n/2n, this value is less than 22n
,

and thus, there exists a function that no circuit constructed from at most 2n/2n gates
compute. �

Since we took easier proofs for circuit complexity of general functions here, we
have some gap between upper and lower bounds. In fact, we can improve the upper
bound by a more complicated proof, and we can show any function is computable
by a circuit of O(2n/n) gates [4]. Therefore, the sufficient and necessary number of
the gates to compute any Boolean function of n-bit input and 1-bit output is 2n/n if
constant factors are ignored.

We can prove not only a hard function exists but also almost all the functions are
in fact hard by the same counting argument.

Theorem 3.3 For any n ∈ N, among all the 22n
Boolean functions of n-bit input

and 1-bit output, the circuit complexity of more than (1− 2−(log n/n)2n
)22n

functions
is at least 2n/2n. Namely, we have

Pr

{
C( f ) ≥ 2n

2n

}
≥ 1− 2−(log n/n)2n

,

where f is chosen uniformly at random from all the Boolean functions of n-bit input
and 1-bit output and C( f ) denotes the circuit complexity of f .
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Therefore, for sufficiently large n, a fraction of functions of high circuit complexity
(approximately 2n/n) becomes almost one.

Excercise 3.2 Prove Theorem 3.3.

As this theorem shows, almost all the Boolean functions have very high circuit
complexity. However, it is extremely difficult to show such high circuit complexity
of explicit problems like the primality test. Generally in complexity theory, proving
lower bounds of explicit problems is quite difficult and important as in the circuit
model. In fact, the outstanding NP �=P conjecture [5, 6], which is offered a reward
of 1 million dollars for the resolution as well as the Riemann hypothesis and other
famous conjectures, is the problem proving lower bounds of time complexity for
some sort of problems.

Remark 3.1 As mentioned above, we focus on how computation proceeds at large
parameters in the field of theoretical computer science. For example, while we gave
estimations of circuit complexity which holds for any n in Theorem 3.3 and oth-
ers, it is sufficient to observe if the theorems hold for any sufficiently large n in
order to overview behaviours of computation. Also, it is possible to improve the
bounds by more detailed calculations, but such improvements are not so significant
to understand the nature of computation. (Surely, a significant improvement from
a new perspective is quite important since it would provide a way approaching to
nature of the complexity.)

Remark 3.2 As stated above, we focus on time complexity of an algorithm in the-
oretical computer science. In particular, if upper bounds of the time complexity is a
polynomial in n, we say the algorithm runs in polynomial time, and we often regard
it is efficient. Realistically, O(n), O(n log n) and O(n2)-time algorithms are com-
monly used as efficient ones, and hence, it is important to design such algorithms
of low complexity for practical use. Obviously, we cannot say n100-time algorithm
is efficient in practice, which indeed runs in polynomial time in n. However, for
sake of theoretical usefulness and beauty, the notion of polynomial time is taken as
a representative criteria of the ‘efficiency’.

3.4 Quantum Circuit Model

In the classical circuit model which is one of the models that perform classical com-
putation, a circuit performs computation by operating a sequence of bits {0, 1}n .
Quantum computation can perform stronger computation by extending the classical
circuit model to the model over quantum mechanics. In this section, we study the
quantum circuit model, which is one of the models that perform quantum computa-
tion. (Besides the quantum circuit model, there is also the model called the quantum
Turing machines as a generalization of the Turing machines.)

The qubit was introduced as information media by generalizing the classical bit
in Sect. 2.3. However, we cannot perform information processing only by media.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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Hence, we need to introduce a model of circuits that operate qubits like the model
of classical circuits that operate classical bits in classical computation. There are a
lot of theoretical models that operate qubits, but in this book, we focus only on the
quantum circuit model which is simple and widely used.

Computation in the classical world is transformation from classical bits to classi-
cal bits. Quantum computation, which is an extension of the classical computation,
provides transformation from qubits to (classical) bits or qubits. The basic operations
that quantum algorithms can perform are measurements and unitary transformations.
Since quantum algorithms basically perform the basis measurement in the compu-
tational basis, if we simply say ‘measurement’, it means “basis measurement in the
computational basis”. Recall that an N × N unitary matrix U ∈ C

N×N is a square
matrix that satisfies UU † = U †U = I , where † denotes the complex conjugate
transpose and I denotes the identity matrix. We generally suppose N := 2n in the
context of quantum computation, where n dentoes length of qubit sequences to which
we apply the unitary matrix, since the n-qubit sequence is a 2n-dimensional vector.
Recall that the Pauli matrices σx , σy, σz are defined as the following unitary matrices
by (2.22) in Sect. 2.3

σx =
(

0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (3.6)

Since the Pauli matrix σx performs σx |0〉 = |1〉, σx |1〉 = |0〉, it achieves the bit flip,
which is the same as the ¬ gate in the classical circuit model. The Pauli matrix σz

performs σz(α|0〉 + β|1〉) = α|0〉 − β|1〉, which is called the phase flip.
Recall that the Hadamard transform H is defined as the following 2× 2 matrix

by (2.23) in Sect. 2.3.

H = 1√
2

(
1 1
1 −1

)
. (3.7)

Applying this to qubits |0〉, |1〉, we have

H |0〉 = 1√
2

(
1 1
1 −1

)(
1
0

)
= 1√

2

(
1
1

)
= 1√

2
|0〉 + 1√

2
|1〉,

H |1〉 = 1√
2

(
1 1
1 −1

)(
0
1

)
= 1√

2

(
1
−1

)
= 1√

2
|0〉 − 1√

2
|1〉.

The Hadamard transform H is used frequently in quantum computation. Like the
Hadamard transform, when a unitary matrix has fixed small input and output lengths,
it is called a quantum gate. We also include an operation of the 1-qubit measurement
(in the computational basis), which is not unitary, into the set of quantum gates.

We usually illustrate a quantum circuit with quantum gates by diagrams like
Fig. 3.2. This figure shows the following procedure: One qubit comes from left of
the input wire. The qubit is applied a transformation by a quantum gate (the Hadamard

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
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x ( )( )1
0 1 1

2

x+ −H{ }0,1x ∈

Fig. 3.2 Hadamard transform

transform in this case) at the center box, and then the gate sends it to right of the
output wire.

Remark 3.3 Note that unitary matrices transform othorgonal vectors to othorgonal
vectors as preserving the Euclid distance (d(|φ〉, |ψ〉) := √〈φ − ψ, φ − ψ〉). Also,
unitary matrices are invertible. Thus, any computation process without measurements
has its inverse of the process. (The measurements are irreversible.)

Recall that an n-qubit sequence |φ〉 and an m-qubit sequence |ψ〉 can be concate-
nated to an n + m-qubit sequence |φ,ψ〉 = |φ〉 ⊗ |ψ〉. Applying a 2n × 2n unitary
matrix U and a 2m × 2m unitary matrix V to |φ〉 and |ψ〉 respectively, we obtain
U |φ〉 ⊗ V |ψ〉. This operation is also represented as

(U ⊗ V )|φ,ψ〉 := (U ⊗ V )|φ〉 ⊗ |ψ〉 = U |φ〉 ⊗ V |ψ〉 (3.8)

by a tensor product of matrices. The tensor product of two matrices U and V is
defined as follows. We denote by M = [mi, j ]i, j∈{1,...,d} a d × d matrix having an
element mi, j at (i, j) entry. For U = [ui, j ]i, j∈{1,...,2n}, we have

U ⊗ V =

⎛
⎜⎜⎜⎝

u1,1V u1,2V · · · u1,2n V

u2,1V
. . .

. . .

u2n ,1V u2n ,2V · · · u2n ,2n V

⎞
⎟⎟⎟⎠ . (3.9)

The Hadamard transform is a 2 × 2 unitary matrix, namely, an operation acting
on 1 qubit. We also have several important operations acting on (more than) 2 qubits.
Among 2-qubit operations, the following operation is primalily important, and is
called the controlled NOT gate. which is abbreviated to CNOT gate and whose
unitary is written as CNOT (Fig. 3.3a).

CNOT =

⎛
⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞
⎟⎟⎠ . (3.10)

CNOT was originally invented at the area called “reversible computation”, which is
one of the areas in classical computation. The reason why this is called controlled
NOT is that the first input bit plays a role of a controller for an operation on the
second input bit, and if the first bit is 1 the second bit is flipped as the ¬ gate is
applied to, and otherwise, the second bit does not change. In both cases, the first bit



48 3 Foundations on Quantum Computing

Fig. 3.3 a Controlled NOT gate. b Toffoli gate

Fig. 3.4 a Hadamard gates + CNOT. b Parallel application of Hadamard gates

is output as it is. This gate works similarily in the quantum case. For example, if we
input |01〉 = |0〉 ⊗ |1〉 = |0〉|1〉 and |10〉 = |1〉 ⊗ |0〉 = |1〉|0〉 to CNOT, we have

CNOT|01〉 =

⎛
⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

0
1
0
0

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

0
1
0
0

⎞
⎟⎟⎠ = |01〉,

CNOT|10〉 =

⎛
⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

0
0
1
0

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

0
0
0
1

⎞
⎟⎟⎠ = |11〉,

respectively. We can easily see that we cannot decompose CNOT into a tensor product
of any two unitary matrices on 1 qubit since the second output bit depends on the
first input bit.

A generalization of the controlled NOT gate is also often considered. The gen-
eralized controlled NOT gate of k + 1-bit input and k + 1-bit output takes k bits as
the controller. If they all are 1, the (k + 1)-th input bit is flipped, and otherwise, the
(k + 1)-th bit does not change. Namely, we have

GCNOT|x1, ..., xk, y〉 = |x1, ..., xk, y ⊕ (x1 ∧ · · · ∧ xk)〉. (3.11)

If k = 1 it is obviously equivalent with CNOT, and if k = 2 it is called the Toffoli gate
(Fig. 3.3b), or controlled-controlled NOT gate CCNOT, which is also an important
gate often discussed in areas of the reversible computation and quantum computation.
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Fig. 3.5 Hadamard gates +
measurements x H

y H

Pr{outcome } 1 4i= =
{ }( )00, 01,10,11i ∈

Let us see examples of quantum circuits in Fig. 3.4. In the quantum circuit given
in Fig. 3.4a, we first apply the Hadamard transform to the first qubit, and then apply
CNOT gate to the result. Let us consider a case that we input |00〉 = |02〉 to this
circuit. We first apply the Hadamard transform to the first qubit and nothing, i.e., the
identity matrix I to the second qubit, namely, we have

|00〉 H⊗I�−→ (H ⊗ I )|00〉 = (H |0〉)⊗ (I |0〉) = 1√
2
(|0〉 + |1〉)⊗ |0〉

= 1√
2
(|00〉 + |10〉) .

We next apply the CNOT gate to the resultant sequence of qubits (|00〉 + |10〉)/√2.
Then, we have

1√
2
(|00〉 + |10〉) CNOT�−→ 1√

2
(CNOT|00〉 + CNOT|10〉) = 1√

2
(|00〉 + |11〉).

The quantum circuit given in Fig. 3.4b uses n Hadamard transforms. If we input
|0 · · · 0〉 = |0n〉 to this circuit as an initial qubit sequence, each of n qubits is trans-

formed as |0〉 H�−→ 1√
2
(|0〉 + |1〉) from the definition of the Hadamard transform.

Viewing this as an n-qubit sequence, we have

|0n〉 H⊗n�−→ H |0〉 ⊗ · · · ⊗ H |0〉 = 1√
2
(|0〉 + |1〉)⊗ · · · ⊗ 1√

2
(|0〉 + |1〉)

= 1√
2n

∑
x∈{0,1}n

|x〉,

namely, we obtain a qubit sequence that superposes the 2n bases from |0 · · · 0〉 up to
|1 · · · 1〉with the equal amplitude 1/

√
2n . This operation generating the superposition

of the equal amplitude is used frequently for design of quantum algorithms. (See
Sects. 4.2 and 4.3.)

We also see examples of quantum circuits with measurements. The first example
is given in Fig. 3.5. In this diagram, the quantum circuit first applies Hadamard
transforms H ⊗ H to two qubits |x, y〉 for x, y ∈ {0, 1}, and then, it performs
1-qubit measurements on the resultant qubits. After the application of the Hadamard
transforms to the initial qubits |x, y〉 we have:

http://dx.doi.org/10.1007/978-3-662-43502-1_4
http://dx.doi.org/10.1007/978-3-662-43502-1_4
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Fig. 3.6 Toffoli gates +
measurements

H ⊗ H |x, y〉 = 1√
2

(|0〉 + (−1)x |1〉)⊗ 1√
2

(|0〉 + (−1)y |1〉)

= 1

2

(|00〉 + (−1)y |01〉 + (−1)x |10〉 + (−1)x+y |11〉) .
Then, the measurement operations on these two qubits provide outcome one of
00, 01, 10, 11 with equal probability independently of x and y from the definition of
the basis measurement in the computational basis.

The second example is given in Fig. 3.6. In this diagram, the quantum circuit
first applies the Hadamard transforms to the first two qubits, and then, it applies the
Toffoli gates to all the three qubits. Giving the initial qubits |000〉 to this quantum
circuit, we have after the Hadamard transforms to the first two qubits:

(H ⊗ H ⊗ I )|000〉 = 1

2

∑
x∈{0,1}2

|x〉|0〉.

Next, we have after the Toffoli gate:

CCNOT

⎛
⎝1

2

∑
x∈{0,1}2

|x〉|0〉
⎞
⎠ = 1

2

∑
x∈{0,1}2

CCNOT|x〉|0〉

= 1

2
(|00〉 + |01〉 + |10〉) |0〉 + 1

2
|11〉|1〉.

Recall that CCNOT negates the third bit if and only if the first and second bits are
given ones.

Performing the measurement only on the third bit, we have an outcome 0 with
probability 3/4 and an outcome 1 with probability 1/4. When the outcome is 0, the

first and second qubits are given
√

1
3 (|00〉 + |01〉 + |10〉). When the outcome is 1,

they are given |11〉.
Excercise 3.3 Verify the outputs of the above two quantum circuits from the defin-
ition of the measurement. (See Sect. 2.3.3.)

As mentioned before, classical circuits can compute any Boolean function by
combining the predetermined elementary gates. Also in the quantum circuit model,

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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we can implement any unitary matrix as a quantum circuit by combining some
elementary quantum gates of predetermined low-dimensional unitary matrices.

We now move to more details of fundamental issues on quantum circuits, but
readers who are interested in quantum algorithms rather than quantum circuits can
skip to the next chapter “Quantum Algorithms” only with the knowledge of quantum
circuits so far.

First, we consider a systematic way to implement an arbitrary unitary matrix
on 1 qubit by combining elementary quantum gates. Recall that any qubit can be
represented by the Bloch ball. (See Sect. 2.3.2.) In fact, as the following theorem
shows, any 2 × 2 unitary matrix U can be represented by using Ry and Rz that
represent clockwise rotations in the positive y-axis and z-axis on the Bloch ball,
repectively. (See Sect. 2.3.2 (2.24).)

Theorem 3.4 (Z–Y Decomposition) For any 2 × 2 unitary matrix U, there exist
α, β, γ, δ ∈ R such that U = eiαRz(β)Ry(γ )Rz(δ).

Since we can ignore the scalar transformation eiα on the global phase for operations
on 1 qubit, any 1-qubit gate has the form of Rz(β)Ry(γ )Rz(δ).

Proof Since U is unitary, all the row (column) vectors are othonormal to each other.
Therefore, we have for some α, β, δ, γ ∈ R

U =
(

ei(α−β/2−δ/2) cos(γ /2) −ei(α−β+δ/2) sin(γ /2)
ei(α+β/2−δ/2) sin(γ /2) ei(α+β/2+δ/2) cos(γ /2)

)
.

From the definitions of Ry, Rz , it immediately follows that U = eiαRz(β)

Ry(γ )Rz(δ). �

We can prove a similar theorem with Rx , Ry instead of using Ry, Rz .

Excercise 3.4 Show the X–Y decomposition of by replacing Rz to Rx .

Since the global phase eiα can be ignored, we can construct an arbitrary quantum
circuit acting on 1 qubit by combining the gates that implement the rotations Ry

and Rz .
How can we construct a quantum circuit that implements a unitary matrix on a

longer sequence of qubits? It is in fact known that we can implement any quantum
circuit from 1-qubit quantum gates and the CNOT gate.

Theorem 3.5 For any n ∈ N, we can construct any quantum circuit that acts on
n-qubit sequence by using quantum gates on 1 qubit and the CNOT gate. The total
number of the gates used in the circuit is at most O(n222n) [7, 8].

Therefore, we can implement any unitary matrix only with the rotation gates and the
CNOT gate. We call a set of quantum gates, like these rotations and CNOT, universal
gates. The universality of sets of quantum gates has been deeply investigated further.

As studied above, a quantum circuit implements a huge unitary matrix and mea-
surement in the computational basis. Since unitary matrices must be reversible

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
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and measurements are just an operation that probabilistically extracts classical
bits from quantum states, quantum circuits seem to be more restricted than clas-
sical ones in some sense. Can quantum circuits compute any Boolean function
f : {0, 1}n → {0, 1} that classical ones can compute?

In fact, due to studies in reversible computation, they can compute any Boolean
function f : {0, 1}n → {0, 1} using the Toffoli (controlled-controlled NOT) gates
CCNOT if they are given fixed inputs of 0, 1 and auxiliary qubits that store a history
of computation. This is because we can simulate each of ¬,∧,∨ gates by feed-
ing appropriate fixed inputs to CCNOT. (Recall that we can compute any Boolean
function f only by combining ¬,∧,∨ gates.)

Now, let us see how to simulate them briefly. Note that CCNOT implements a
map CCNOT(x1, x2, x3) = (x1, x2, (x1 ∧ x2) ⊕ x3) for inputs x1, x2, x3 ∈ {0, 1}.
For example, setting 1 to the two control bits x1 and x2, we have CCNOT(1, 1, x3) =
(1, 1,¬x3). Hence, we can perform the operation of the ¬ gate on the third
input/output. Also, setting 0 to the third bit x3, we have CCNOT(x1, x2, 0) =
(x1, x2, x1 ∧ x2). Then, we can perform the operation of the ∧ gate on the first
and second inputs and the third output. Since we have x1 ∨ x2 = ¬((¬x1)∧ (¬x2))

by de Morgan’s law, we can also simulate the operation of the ∨ gate using the sim-
ulations of the ∧ and ¬ gates. We obtain the following theorem by this simulation
technique.

Theorem 3.6 Let f : {0, 1}n → {0, 1} be any Boolean function that a circuit of
size s(n) can compute. Then, there exists a quantum circuit U f such that U f is
constructed only from the CCNOT gates and it satisfies

U f |x〉|0〉|011〉|0�(n)〉 = |x〉| f (x)〉|011〉|G(x)〉, (3.12)

where 0�(n) denotes an all-zero sequence of length �(n), and G : {0, 1}n →
{0, 1}�(n), �(n) = O(s(n)+ n).

Remark 3.4 G(x) is a sequence of �(n) bits, which is called a garbage information.
The fixed input bits 011 is utilized for the simulations of ¬,∧,∨ gates.

Therefore, since we can obtain the value f (x)we should compute by using U f , even
quantum circuits can compute any Boolean function in this sense.

We often compute a Boolean function in the execution process of quantum algo-
rithms. If we apply the technique of Theorem 3.6, we need to store the gabage infor-
mation for the reversibility of computation. There is no point in occupying quantum
memory with the garbage information that is not necessary as a result of the com-
putation, and furthermore, it prevents some effects of quantum computation, as we
will demonstrated later. So, we initialize the garbage information without violating
the reversibility by a simple technique shown in the following corollary.

Corollary 3.1 Let U f be a quantum circuit satisfying (3.12) in Theorem 3.6. Then,
there exists a quantum circuit U ′f using two gates of U f and one CNOT such that
for any x ∈ {0, 1}n
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U ′f |x〉|0〉|0〉|011〉|0�(n)〉 = |x〉| f (x)〉|0〉|011〉|0�(n)〉 (3.13)

Proof We construct the circuit U ′f as follows. First, we apply U f to an input

|x〉|0〉|0〉|011〉|0�(n)〉 of five sequences except for the second sequence. We then have
|x〉|0〉| f (x)〉|011〉|G(x)〉. Next, applying CNOT to the second and third sequences
by taking the third as the controller, we have |x〉| f (x)〉| f (x)〉|011〉|G(x)〉. Finally,
we apply a quantum circuit U−1

f , which reverses input and output in U f , except for

the second sequence. Then, we can obtain |x〉| f (x)〉|0〉|011〉|0�(n)〉. �

As (3.13) shows, the auxiliary sequence does not change the value in input and out-
put. This fact is significant especially in quantum computing. For example, let us con-
sider a situation that we compute a Boolean function f on input (|x〉|0〉+|y〉|0〉)/√2.
Applying the technique of Theorem 3.6, we obtain (|x〉| f (x)〉|011〉|G(x)〉 +
|y〉| f (y)〉|011〉|G(y)〉)/√2 by adding auxiliary sequences |011〉|0 · · · 0〉. In this case,
the garbage information |G(x)〉, |G(y)〉 is not separable from the other parts. (We
say two qubit sequences are separable if they are not entangled. See Sect. 2.3.3
and Chap. 7.) In contrast, if we choose the technique of Corollary 3.1, we obtain
(|x〉| f (x)〉|011〉|0 · · · 0〉+|y〉| f (y)〉|011〉|0 · · · 0〉)/√2 = ((|x〉| f (x)〉+|y〉| f (y)〉)/√

2)⊗|011〉|0 · · · 0〉. Since the auxiliary sequences are separable from the sequences
of input and result in this case, we can ignore the existence of the auxiliary sequences
henceforth. Therefore, we can consider that this technique achieves an operation
|x〉|0〉 �→ |x〉| f (x)〉 by cutting off the auxiliary sequences.
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Chapter 4
Quantum Algorithms

4.1 Introduction

Quantum computing has deep potentials to construct much faster algorithms for hard
problems than classical ones. In this chapter, we will study several famous quantum
algorithms that have significant advantages over classical ones.

We will first study the Deutsch-Jozsa algorithm in Sect. 4.2. This algorithm solves
some artificial problem which would not be useful in practice, but it is quite simple
to demonstrate the potential of quantum computing. If you learn quantum circuits at
Chap. 3 for the first time, this algorithm is highly recommended to understand the
power of quantum computing. (We will deal with an improved version given in [1]
as the Deutsch-Jozsa algorithm in this section.)

Next in Sect. 4.3, we will study a fast quantum algorithm called Grover’s algorithm
[2] that searches solutions of problems. More specifically, for a given f : {0, 1}n →
{0, 1}, it can find an x0 ∈ {0, 1}n satisfying f (x0) = 1 fast. This quantum algorithm
is quite versatile since it assumes no structure on the given function f .

Following Grover’s algorithm, we will study an overview of Shor’s algorithm [3]
in Sect. 4.4. Shor’s algorithm is able to efficiently solve the factorization and discrete
logarithm problems, which are believed to be hard against classical computers. The
hardness of these problems provides a security basis of cryptographic protocols used
widely in the Internet and others such as the RSA and elliptic curve cryptosystems.
This fact implies that we can easily attack cryptographic protocols based on the
hardness of these problems if we can build practical quantum computers of the
same scale with the classical ones. The discovery of Shor’s algorithm was a big
breakthrough in the area of quantum computing, and that was one of the main reasons
why this area attracted remarkable attention.

M. Hayashi et al., Introduction to Quantum Information Science, 55
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4.2 Deutsch-Jozsa Algorithm

The Deutsch-Jozsa algorithm solves a problem of deciding whether a given
function f : {0, 1}n → {0, 1} is constant or balanced only from queries x ∈ {0, 1}n
and their answers f (x) ∈ {0, 1}. We say f is a constant function if f (x) = 0 for
all x ∈ {0, 1}n , or f (x) = 1 for all x ∈ {0, 1}n and f is a balanced function if
f (x) = 0 for a half of x ∈ {0, 1}n and f (x) = 1 for the other half of x , namely,
|{x ∈ {0, 1}n : f (x) = 0}| = 2n/2.

Decision problem of constant/balanced functions
Input: a function f : {0, 1}n → {0, 1}
Output: 0 if f is constant, and 1 if f is balanced

The function f is given as a black box. Namely, we are given no information on
description of f , for example, f can be described as f (x1, x2, x3) = x1 ⊕ x2 ⊕ x3,
and we can learn only relationships between inputs and outputs by queries x =
(x1, x2, x3) and their answers f (x). Such a function given as a black box is often
called an oracle. In computation with an oracle, we discuss the sufficient and neces-
sary number of queries to the oracle as a measure of computational resource, which
is called query complexity.1 In this section and the next section, we analyze the
number of queries to oracles.

In classical computation, how many queries to f do we need to solve this problem
correctly? It is easy to see that the deterministic computation, that is, the classical
computation which uniquely determines an output value from an input value, requires
2n−1+1 queries to some f . Even in the randomized computation, that is, the classical
computation which determines an output value from an input and random values,
requires exponentially many queries to f to solve this problem with probability 1.
Nonetheless, the Deutsch-Jozsa algorithm allows us to solve this problem with only
1 query to f and probability 1 using power of the quantum computation.

Remark 4.1 Since the quantum computation extracts classical information from
qubits through measurement, we need to analyze probability that a quantum algo-
rithm outputs a correct value. Fortunately, the Deutsch-Jozsa algorithm outputs a
correct value with probability 1, but quantum algorithms we will discuss later such
as Grover’s algorithm and Shor’s algorithm have possibility that they provide wrong
outputs. However, we can analyze that such a probability is sufficiently small, and
further, we can efficiently verify if the outputs are correct or not in the problems
treated by these algorithms. So, it is not a serious problem for these algorithms to
have a small error probability.

Let us check the details of the Deutsch-Jozsa algorithm. Since we are given f as an
oracle, the oracle itself should be instantiated by a quantum circuit in order to make a

1 The query complexity takes care in the number of queries and it ignores the complexity of the
other quantum operations. Therefore, in discussions of query complexity, we are able to perform
any phisically implementable operation.
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query to the oracle from a quantum circuit. We suppose that the oracle is instantiated
by a quantum circuit U f that acts on n-qubit and 1-qubit sequences as follows:

U f |x〉|b〉 = |x〉|b ⊕ f (x)〉, (4.1)

where x ∈ {0, 1}n, b ∈ {0, 1} and ⊕ is the exclusive OR. (Recall that any Boolean
function can be represented by a unitary matrix as shown in Corollary 3.1.)

It is easy to see that this operation is a unitary matrix. We can interpret a single
use of U f as a single call to the oracle f .

We show the Deutsch-Jozsa algorithm below. This algorithm is given an initial
qubit sequence |0n+1〉 = |0n〉|0〉 as an input and obtains information of U f by
measuring the final qubit sequence, where 0n is a concatenation of n zeros.

Deutsch-Jozsa Algorithm
(i) Apply the Pauli matrix σx to the (n + 1)th bit.

(ii) Apply the Hadamard transform H to all the n + 1 bits.
(iii) Apply U f to all the n + 1 bits.
(iv) Apply the Hadamard transform H to the first n bits.
(v) Measure the first n bits in the computational basis. If the obtained classical n-bit

sequence is 0 · · · 0, output 0, i.e., decide f is constant. Otherwise, output 1, i.e.,
decide f is balanced.

Obviously, this algorithm uses only one U f . As mentioned above, this circuit can
correctly decide if f is constant or balanced with probability 1. We now analyze this
below.

After (i), the initial qubit sequence |0n〉|0〉 is transformed to |0n〉|1〉 by the Pauli
matrix σx . (Recall that σx acts as the bit flip. See Sect. 3.4.) In (ii), it is further
transformed to the following sequence. Let N := 2n .

|0n〉|1〉 (i i)�−→ 1√
2N

∑
x∈{0,1}n

|x〉(|0〉 − |1〉).

The transformation of the first n-qubit sequence is the same one as Fig. 3.6 in Sect. 3.4.
In (iii), applying U f to the (n + 1)-qubit sequence, we obtain

1√
2N

∑
x∈{0,1}n

|x〉(|0〉 − |1〉)

(i i i)�−→ 1√
2N

∑
x∈{0,1}n

|x〉(| f (x)⊕ 0〉 − | f (x)⊕ 1〉)

= 1√
2N

∑
x∈{0,1}n

(−1) f (x)|x〉(|0〉 − |1〉). (4.2)

Namely, this step does not change the amplitude in basis vectors |x〉 satisfying f (x) =
0 but flip the sign of the amplitude in basis vectors |x〉 satisfying f (x) = 1.

http://dx.doi.org/10.1007/978-3-662-43502-1_3
http://dx.doi.org/10.1007/978-3-662-43502-1_3
http://dx.doi.org/10.1007/978-3-662-43502-1_3
http://dx.doi.org/10.1007/978-3-662-43502-1_3
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Finally in (iv), what happens by applying H⊗n to the first n-qubit sequence
again? Since the first n-qubit sequence is separable from the last 1 qubit and
H⊗n(

∑
x∈{0,1}n |x〉/

√
N ) = ∑

x∈{0,1}n (H⊗n|x〉)/√N by the linearity of unitary
matrices, let us check how H⊗n|x〉 changes for each of |x〉. It is easy to prove the
following lemma.

Lemma 4.1 For every x ∈ {0, 1}n,

H⊗n|x〉 = 1√
2n

∑
y∈{0,1}n

(−1)〈x,y〉|y〉, (4.3)

where 〈x, y〉 :=∑n
i=1 xi yi mod 2 for the i-th bits xi , yi in x, y.

Exercise 4.1 Prove this lemma. (Hint: H |x〉 = (|0〉 + (−1)x |1〉)/√2 in the 1-bit
case.)

By this lemma, the first n-qubit sequence is

1√
N

∑
x∈{0,1}n

(−1) f (x)|x〉 (iv)�−→ 1

N

∑
x,y∈{0,1}n

(−1) f (x)(−1)〈x,y〉|y〉.

We measure this state in (v). Then, from the amplitude in |0n〉,

Pr
{
we obtain 0n by the measurement in (v)

} =
∣∣∣∣∣∣

1

N

∑
x∈{0,1}n

(−1) f (x)

∣∣∣∣∣∣
2

.

If f is constant, it is obvious that this probability is 1. Otherwise if f is balanced,
since

∑
x∈{0,1}n (−1) f (x) = 0, this probability is 0, namely, we always obtain 0n in

the measurement of (v) if f is constant, and something other than 0n if f is balanced.
From the above discussion, we can see that the Deutsch-Jozsa algorithm solves

the decision problem of constant/balanced functions with probability 1 by a single
use of U f .

Why can we achieve such a surprising task by quantum computing? In what
follows, we will observe the heart of the algorithm. The key is the state given in (4.2)
after the step (iii). Since the last 1 qubit is separable from the first n-qubit sequence
in this state and independent of f , we focus only on the first n-qubit sequence and
define

|φ f 〉 := 1√
N

∑
x∈{0,1}n

(−1) f (x)|x〉.

If f is constant, |φ f 〉 =∑
x |x〉/

√
N , and if f is balanced, |φ f 〉 is the state that that

an exact half of basis vectors have different signs from the others. (|φ f 〉 and −|φ f 〉
are identified). It should be noted that for a constant function f and a balanced
function g, the corresponding states |φ f 〉 and |φg〉 are orthogonal:
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〈φ f |φg〉 = 1

N

∑
x,y

(−1) f (x)+g(y)〈x |y〉 = 1

N

∑
x

(−1) f (x)+g(x) = 0.

Since a unitary matrix is an invertible transformation that maps an orthonormal
basis to another orthonormal basis, the vectors (H⊗n)−1|φ f 〉 = |0 · · · 0〉 and
(H⊗n)−1|φg〉 are orthogonal again. Therefore, while (H⊗n)−1|φ f 〉 = |0 · · · 0〉,
(H⊗n)−1|φg〉 is in the subspace spanned by basis vectors except for |0 · · · 0〉, namely,
〈0 · · · 0|((H⊗n)−1|φg〉) = 0. Since H = H−1, we never obtain 0 · · · 0 from H⊗n|φg〉
by the measurement in (v). As discussed above, we reduce the decision problem of
given functions to the discrimination problem of given quantum states, called quan-
tum state discrimination. If we interpret the Deutsch-Jozsa algorithm in the context
of the quantum state discrimination, we are given one of the two states {|φ f 〉, |φg〉}
(precisely, there are many states as |φ f 〉, |φg〉, but we simplify the discussion), and
we can then discriminate them by the measurement used by the Deutsch-Jozsa algo-
rithm. In addition, it is known that we can discriminate candidate quantum states
with probability 1 if they are orthogonal. (See Proposition 5.4 in Sect. 5.2.)

In the interpretation of quantum algorithms as quantum state discrimination, the
following two points are important:

1. It is possible to construct an efficient quantum circuit that generates (nearly)
orthogonal states from given inputs.

2. It is possible to construct an efficient quantum circuit that provides the measure-
ment which discriminates the generated states.

Indeed, there are several quantum algorithms that reduce the target problems to the
quantum state discrimination, and thus, the reduction is a useful technique to design
quantum algorithms. In fact, the quantum state discrimination plays an essential role
in Shor’s algorithm, we will study that later in Sect. 4.4.

4.3 Grover’s Algorithm

We next study Grover’s algorithm in this section.

4.3.1 Construction of Grover’s Algorithm

Grover’s algorithm is applicable to a general search problem, which we call Grover’s
search problem, in which we find a satisfying assignment x0 (we call a solution
simply below) for a given function f : {0, 1}n → {0, 1}, i.e., f (x0) = 1.

Grover’s search problem
Input: A function f : {0, 1}n → {0, 1}, where it has a unique solution x0 ∈ {0, 1}n
of f (x0) = 1.
Output: the unique solution x0 ∈ {0, 1}n satisfying the above equation.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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Similarly to the previous section, the function f is given as an oracle, i.e., a black box
to be applied, and it answers a value f (x) for a query x . We are able to learn f only
through this oracle. We will analyze the number of queries in Grover’s algorithm as
in the Deutsch-Jozsa algorithm.

Let N := 2n . Then, every deterministic algorithm (i.e., classical algorithm that
uses no random numbers) requires N−1 queries to output the solution x0 of f (x0) =
1 correctly for every f . If a deterministic algorithm A makes at most N − 2 queries,
thereare two distinct x ′0 and x ′′0 such that A cannot distinguish the cases that f (x ′0) = 1
and f (x ′′0 ) = 1. Therefore, A must fail on one of these two cases. Also, by the proof
technique called Yao’s principle [4] used for lower bounds of query complexity, we
can prove that every randomized algorithm using random numbers requires �(N )
queries to solve this problem with a constant probability (say, 0.8) that is independent
of n.

On the other hand, Grover’s algorithm can correctly output x0 with at least proba-
bility 1− 1/N (note that this probability approaches to 1 as N grows larger) only by
making at most O(

√
N ) queries to f . Therefore, it is possible to save the number of

queries significantly in Grover’s algorithm for this general search problem, compared
with classical algorithms.

Now, let us study the details of Grover’s algorithm. Since a function f is an oracle,
we suppose it is given as a quantum gate U f |x〉|b〉 = |x〉|b ⊕ f (x)〉 as in Equality
(4.1) of the previous section.

Before studying the details, we will first observe the intuitions behind Grover’s
algorithm. Our goal is to construct a quantum circuit that outputs quantum states
which provide a solution x0 with high probability by the measurement from input
|0n〉|0〉.

We consider the following quantum circuit: (1) Apply the Hadamard transform H
to the first n bits. (2) Apply U f to all the n+ 1 bits. This transformation is described
as follows:

|0n〉|0〉 (1)�−→
(

1√
2
(|0〉 + |1〉)

)⊗n

⊗ |0〉 = 1√
N

∑
x∈{0,1}n

|x〉|0〉

(2)�−→ 1√
N

∑
x∈{0,1}n

|x〉| f (x)〉.

Measuring the output, we obtain a pair (x, f (x)) randomly. Since the amplitude in
|x〉| f (x)〉 is 1/

√
N for every x , the success probability, i.e., the probability that we

obtain the pair (x0, 1), is 1/N . This is the same as the probability that we luckily
obtain the solution by choosing x uniformly at random from {0, 1}n , and hence, we
have no advantage of quantum computing at this point.

Next, we consider the following quantum circuit. (1) Apply the Pauli matrix σx

only to (n + 1)th qubit. (2) Apply the Hadamard transform to all the n + 1 qubits.
(3) Apply U f to whole of the n + 1 qubits. (4) Apply the diffusion matrix, which
is defined as follows, to the first n qubits.
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DN :=

⎛
⎜⎜⎜⎝
−1+ 2

N
2
N · · · 2

N
2
N

2
N −1+ 2

N · · · 2
N

2
N

...
...

...
2
N

2
N · · · 2

N −1+ 2
N

⎞
⎟⎟⎟⎠ . (4.4)

It is easy to see that DN is an N × N unitary matrix of [DN ]i,i = −1 + 2/N and
[DN ]i, j = 2/N (i �= j). The transformation of the qubit sequence is described as
follows:

|0n〉|0〉 (1)�−→ |0n〉|1〉 (2)�−→ 1√
N

∑
x∈{0,1}n

|x〉 ⊗ 1√
2
(|0〉 − |1〉)

(3)�−→ 1√
N

∑
x∈{0,1}n

|x〉 ⊗ 1√
2
(|0⊕ f (x)〉 − |1⊕ f (x)〉)

= 1√
N

∑
x∈{0,1}n

(−1) f (x)|x〉 ⊗ 1√
2
(|0〉 − |1〉)

= 1√
N

⎛
⎝−|x0〉 +

∑
x �=x0

|x〉
⎞
⎠⊗ 1√

2
(|0〉 − |1〉)

(4)�−→
⎛
⎝3− (4/N )√

N
|x0〉 +

∑
x �=x0

1− (2/N )√
N

|x〉
⎞
⎠⊗ 1√

2
(|0〉 − |1〉) .

Looking at the first n qubits after the step (3), we have
∑

x∈{0,1}n (−1) f (x)|x〉/√N .
Namely, the sign of amplitudes in x that f (x) = 1 is flipped to minus. Applying
the diffusion matrix to this state and then measuring the result, we obtain x0 with
probability (3 − (4/N ))2/N , as seen from the above transformation. This success
probability is approximately 9 times higher than that in the first quantum circuit. In
both of these quantum circuits, we only used one U f , i.e., we make a query to f only
once. Nonetheless, we can amplify the success probability by adding these magical
transformations with the same single query. We will study why these transformations
amplify the success probability in the next subsection.

Grover’s algorithm iterates the operation which amplifies the success probability.
For simplicity, we set the initial qubit sequence to |0n〉|1〉, and let θ be the value
satisfying sin θ = √1/N .

Grover’s algorithm
(i) Apply the Hadamard transform H to the n + 1 qubits.

(ii) Iterate the steps (iii) and (iv) �π/(4θ)
 times.
(iii) Apply U f to whole of the n + 1 qubits.
(iv) Apply the diffusion matrix DN to the first n qubits.
(v) Output classical n bits obtained by measuring the first n qubits.

Below, we denote the steps (iii) and (iv) by a Grover iteration, or simply, an iteration.
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Fig. 4.1 a Step (i). b Step (iii). c Step (iv)

The following theorem shows the performance of Grover’s algorithm:

Theorem 4.1 Grover’s algorithm outputs x0 satisfying f (x0) = 1 with probability
at least 1− 1/N by using U f �(π/4)

√
N
 times.

The number of U f the algorithm uses is �π/(4θ)
 from the construction, and its
upper bound is �π/(4θ)
 ≤ �(π/4)√N
 since sin θ ≤ θ . In the next subsection, we
will analyze the success probability.

4.3.2 Analysis of Success Probability

Let us recall that Grover’s algorithm amplifies the success probability with sev-
eral magical operations. Now, we precisely observe what these operations mean.
This algorithm runs on two sequences of n qubits and 1 qubit, and since these two
sequences are separable in each of Grover iterations, we look only at the first n-qubit
sequence.

The basic idea is that the n-qubit sequence used by this algorithm can be rep-
resented as a linear combination of bases of “solution” |x0〉 and “non-solution”∑

x �=x0
|x〉 and the algorithm amplifies the amplitude in the basis |x0〉 by the Grover

iterations.
We consider the first Grover iteration. By the application of the Hadamard trans-

forms in (ii), the n-qubit sequence is changed to

|φ0〉 = H⊗n|0n〉 = 1√
N

∑
x∈{0,1}n

|x〉 = 1√
N
|x0〉 +

√
N − 1

N
|x0
⊥〉,

where |x0
⊥〉 = ∑

x �=x0
|x〉/√N − 1 is a vector of norm 1 in the orthogonal com-

plement of the span{|x0〉} (see Fig. 4.1a). As mentioned above, the probability that
we obtain x0 is 1/N if we measure the state at this point. In (iii), we apply U f to
whole of the n + 1 qubits. This corresponds to the operation that flips only the sign
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of the amplitude in |x0〉 on the first n qubits, which is equivalent to the operation
V f = I −2|x0〉〈x0| (see Fig. 4.1b). Namely, we have

|φ′0〉 = V f |φ0〉 = − 1√
N
|x0〉 +

√
N − 1

N
|x0
⊥〉.

As Fig. 4.1b illustrates, V f maps a vector to an axisymmetric one with respect to
|x⊥0 〉. Finally in (iv), we apply the diffusion matrix DN to the first n qubits. In fact,
the matrix DN is decomposable as follows:

DN = H⊗n

⎛
⎜⎜⎜⎜⎝

1 0 · · · 0

0 −1
. . .

...
...
. . .

. . . 0
0 · · · 0 −1

⎞
⎟⎟⎟⎟⎠ H⊗n = − I +2H⊗n|0n〉〈0n |H⊗n = − I +2|φ0〉〈φ0|.

(Note that the Hadamard transform H is unitary and Hermite H = H† and hence
the inverse of H is H itself.)

Exercise 4.2 Prove that we can decompose DN as DN = − I +2|φ0〉〈φ0|.
Denote by |φ1〉 the resultant state when we apply DN to |φ′0〉. Then, we have

|φ1〉 = DN |φ′0〉 = (− I +2|φ0〉〈φ0|)|φ′0〉 = −|φ′0〉 + 2〈φ0|φ′0〉|φ0〉.

As Fig. 4.1c illustrates, |φ1〉 is actually the axisymmetric vector of |φ′0〉with respect to
|φ0〉. Since the vector |ψ0〉 in Fig. 4.1c is a projection of |φ′0〉 onto the one-dimensional
space spanned by |φ0〉, we have |ψ0〉 = |φ0〉〈φ0| · |φ′0〉, and since |ψ ′0〉 = −|φ′0〉 +|φ0〉〈φ0| · |φ′0〉, we have |φ1〉 = |φ′0〉 + 2|ψ ′0〉 = −|φ′0〉 + 2〈φ0|φ′0〉|φ0〉. It easily
follows from the above discusssion that DN = − I +2|φ0〉〈φ0| is the transformation
that maps a vector to the axisymmetric one with respect to |φ0〉.

Therefore, V f maps a vector to the axisymmetric one with respect to |x⊥0 〉 and
then DN maps a vector to the axisymmetric one with respect to |φ0〉 in the iterations
of Grover’s algorithm. By these operations, the qubit sequence originally close to
|x⊥0 〉 gradually approaches to |x0〉. Since 〈φ0|x⊥0 〉 =

√
N − 1/N = cos θ , the angle

formed by |φ0〉 and |x⊥0 〉 is θ . From the geometric intuition we mentioned above,
the angle formed by |φ1〉 and |x⊥0 〉 is 3θ , and each of iterations increases the angle
by 2θ .

The change of the state in iterations is given by the following lemma.

Lemma 4.2 Let |φk〉 be the first n-qubit sequence after the k-th Grover itera-
tion. Then, we have |φk〉 = αk |x0〉 + βk |x⊥x 〉, where αk = sin((2k + 1)θ), βk =
cos((2k + 1)θ) and |〈φ0|x⊥0 〉| = cos θ .

Proof By induction. The case k = 0 is immediate since we have |φ0〉 = (1/
√

N )|x0〉
+ (√N − 1/N )|x⊥0 〉 and thus α0 = 1/

√
N , β0 = √N − 1/N .
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We assume that the statement holds on k. Applying V f to |φk〉 = αk |x0〉+βk |x⊥0 〉,
we obtain |φ′k〉 = −αk |x0〉 + βk |x⊥0 〉. Then applying DN = − I +2|φ0〉〈φ0|, (note
|φ0〉 = α0|x0〉 + β0|x⊥0 〉) we have by the trigonometric identities

|φk+1〉 = DN |φ′k〉
=

(
αk(1− 2α2

0)+ 2βkβ0α0

)
|x0〉 +

(
βk(−1+ 2β2

0 )− 2αkβ0α0

)
|x⊥0 〉

= sin((2k + 1)θ + 2θ)|x0〉 + cos((2k + 1)θ + 2θ)|x⊥0 〉.

Therefore, it follows that αk+1 = sin((2k + 3)θ) and βk+1 = cos((2k + 3)θ). �

By Lemma 4.2, we immediately obtain the proof of Theorem 4.1, which shows
the performance of Grover’s algorithm.

Proof of Theorem 4.1 By Lemma 4.2, performing the measurement after the k
iterations, we obtain the outcome x0 with probability sin2((2k + 1)θ) = 1 −
cos2((2k+1)θ). Setting k = �π/(4θ)
 = (π/(4θ))−δ for some 0 < δ < 1, we have
cos2((2k+1)θ) = cos2((π/2)+(−2δ+1)θ) = sin2((−2δ+1)θ) ≤ sin2(θ) ≤ 1/N .
Therefore the success probability is 1− cos2((2k + 1)θ) ≥ 1− 1/N . �

It is obvious from this analysis that the success probability sin2((2k + 1)θ) with
k iterations becomes smaller if k is too large. Therefore, it is important to set the
number k of the iterations appropriately.

4.3.3 Generalization: Multiple Solutions

In the previous subsection, we assumed that the blackbox function f : {0, 1}n →
{0, 1} had a unique solution x0 satisfying f (x0) = 1. It is more natural that the
blackbox function has multiple solutions and the algorithm tries to find one of them.
Now, we assume f has t solutions.

If we pick up an element x ∈ {0, 1}n uniformly at random from N := 2n

candidates, x satisfies f (x) = 1 with probability t/N . Thus, picking up k ele-
ments uniformly at random, none of them satisfies f (x) = 1 with probability
(1 − t/N )k ≤ 1 − kt/N + (k(k − 1)/2)(t/N )2. Setting k := N/t , this proba-
bility is at least 1/2 and hence we can obtain one of solutions by N/t queries with
a constant probability in classical computation.

In quantum computation, we can still apply Grover’s algorithm to the case of
multiple solutions. Recall that we set the parameter θ to the integer satisfying sin θ =√

1/N and k = �π/(4θ)
 of the Grover iterations in Grover’s algorithm for a unique
solution.

If there are t solutions, we define another parameter θt as the value satisfying
sin θt = √t/N , and we set the number of the Grover iterations to Rt := �π/(4θt )
 =
O(
√

N/t). Then, Grover’s algorithm with Rt iterations can find one of solutions with
high probability. Note that the algorithm knows the number t of solutions.
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More specifically, the following lemma gives the success probability of Grover’s
algorithm with k iterations in the case of t solutions.

Lemma 4.3 If there are t solutions x0 such that f (x0) = 1, Grover’s algorithm
with k iterations can find one of x0’s with probability sin2((2k + 1)θt ), where θt is
the value which satisfies sin θt = √t/N.

Exercise 4.3 Prove Lemma 4.3.

We can immediately obtain the following theorem.

Theorem 4.2 If there are t solutions x0 such that f (x0) = 1, Grover’s algorithm
with �π/(4θt )
 iterations can find one of x0’s by using U f �π/(4θt )
 = O(

√
N/t)

times with probability at least 1− t/N.

As in the case of a unique solution, we can easily see from Lemma 4.3 that the
success probability can be small if the number of the Grover iterations is too large.
The appropriate number of the Grover iterations is Rt := �π/(4θt )
 = O(

√
N/t),

which should be determined by the number t of the solutions.
However, it is a strong assumption that the algorithm knows the number of the

solutions in advance. For example, the simple algorithm that just picks up candidates
uniformly at random does not need to learn the number of the solutions.

In fact, we can obtain one of the solutions with low query complexity by a simple
idea of classical computation even if we do not know the number of the solutions. The
trick is to exponentially increase the number of the Grover iterations in Grover’s algo-
rithm. Namely, we sequentially run Grover’s algorithm with 1 iteration, 2 iterations,
4 iterations, and so on.

At some stage, we can eventually run Grover’s algorithm that approximately has
an appropriate number Rt of the Grover iterations, and then, it obtains the solution
with a constant probability. We need to use U f more times with this idea. However,
since we just need to use U f 1 + 2 + 4 + · · · + Rt ≈ 2Rt times, the total number
of the Grover iterations is approximately twice that of Grover’s algorithm when the
number of the solutions is known.

We describe Grover’s algorithm in the case that the number of the solutions is
unknown below.

Grover’s algorithm (for unknown number of the solutions)
(i) Set r := 1 as the initial value.

(ii) Run Grover’s algorithm with r iterations. If it obtains a solution, output the
solution and halt.

(iii) Double r and go back to (ii).

We can show the following theorem for this algorithm:

Theorem 4.3 Suppose that a given function f has t solutions. Grover’s algorithm
for unknown number of the solutions can find one of the solutions by using U f 2

√
N/t

times with probability at least 1/2.
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Proof Let θt be the value satisfying sin θt = √t/N , and let � be the integer satisfying
π/(8θt ) ≤ 2� ≤ π/(4θt ). We consider the probability that the algorithm cannot find
a solution when r < 2�, but it finds a solution when r = 2�. By Lemma 4.3, Grover’s
algorithm with 2� iterations finds a solution with probability sin2((2 · 2� + 1)θt ) ≥
sin2(π/4+θt ) = 1−cos2(π/4+θt ). Since cos2(π/4+θt ) = (1−2 cos θt sin θt )/2 ≤
1/2, the algorithm finds a solution with probability at least 1/2. Until the algorithm
finds a solution at r = 2�, it uses U f at most 1 + 2 + 4 + · · · + 2� = 2�+1 − 1 <
π/(2θt ) < 2

√
N/t times. �

Exercise 4.4 Design a quantum algorithm with O(
√

N ) queries (recall N := 2n)
that decides if a given function f : {0, 1}n → {0, 1} satisfies the following (1) or (2)
with high probability.

(1) There exists the unique solution x0 such that f (x0) = 1.
(2) For every x ∈ {0, 1}n , f (x) = 0, namely, f is the constant function that always

outputs 0.

4.4 Shor’s Algorithm

In this section, we first study a quantum algorithm for the problem named period-
finding problem to understand the heart of Shor’s algorithm, and then, we consider
how to apply the algorithm to the integer factorization and discrete logarithm prob-
lems. We will not move into details of Shor’s algorithm in this section. See [3] for
the details.

4.4.1 Quantum Algorithm for Period Finding

The central idea of Shor’s algorithm stems from the quantum algorithm for the
following period-finding problem. For N ∈ N, define ZN := {0, . . ., N − 1}.

Period-finding problem
Input: An oracle f on ZN , where some s ∈ N divides N ∈ N and it holds that
f (a) = f (a + s mod N ) = f (a + 2s mod N ) = f (a + 3s mod N ) = · · · .
Output: The number s hidden in f .

For example, defining N := 16 and f (a) := a mod 4, it is immediately seen that
f (a) has the hidden period s = 4. The most simple classical algorithm is to just
enumerate f (0), f (1), f (2), . . . sequentially and find s such that f (0) = f (s).
However, this algorithm needs to compute f N/2 times in the worst case. Our goal
is to efficiently find such an s only by computing f polynomially many times in
n := �log N� which is the length of N represented in binary.

The following is an overview of the quantum algorithm for this problem. In this
section, algorithms store natural numbers rather than bits into qubit sequences. We
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then suppose that these natural numbers are represented as binary numbers in the
qubit sequences. For example, (|1〉 + |3〉)/√2 means (|01〉 + |11〉)/√2.

Quantum algorithm for period-finding problem
(i) Generate the following state in the initial qubit sequences:

1√
N

∑
a∈ZN

|a〉|0〉.

(ii) Compute f (a) for an input a in the first qubit sequence and store it into the
second sequence:

1√
N

∑
a∈ZN

|a〉| f (a)〉.

(iii) Measure the second sequence. If some value z is measured, then we have

1√
N/s

∑
a: f (a)=z

|a〉|z〉.

(Note that the summation is taken only over the values a so that f (a) = z.)
(iv) Apply the quantum Fourier transform to the first sequence, and measure the

resultant sequence. Then, we can obtain a multiple of N/s by this measurement.
(v) Repeating (i)–(iv) appropriately, recover s from the obtained multiples of N/s.

The step (i) can be done by the same method used in Deutsch-Jozsa and Grover’s
algorithms with the Hadamard transform. More specifically, the following procedure
achieves (i):

(1) Generate 2−n/2 ∑
a∈{0,1}n |a〉|0〉. (Since the bit length of N is n, note that 2n−1 ≤

N < 2n .)
(2) Interpreting a as a binary number, compute a function t defined as t (a) := 1 if

a < N and t (a) := 0 otherwise, and store t (a) into the last qubit.
(3) Measure only the last qubit. If 0 is obtained, go back to (1) since the pro-

cedure fails. Otherwise, the whole state is N−1/2 ∑
a:t (a)=1 |a〉|1〉 = N−1/2∑N−1

a=0 |a〉|1〉 and thus, the first qubit sequence gives the desired state.
(4) Repeat (1)–(3) n times.

The probability that the procedure fails at (3) is at most 1/2. Hence, repeating
these steps n times, we obtain the desired state with probability at least 1− 1/2n .

The quantum Fourier transform used at (iv) plays important roles not only in Shor’s
algorithm but also in many other quantum algorithms. For example, it is exploited
in a quantum algorithm for phase estimation of unitary transforms [5].2 For more
details, we observe a concrete example below.

2 The phase estimation is also studied deeply based on the Fourier analysis from viewpoints of
quantum statistical estimation [6].
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Let us consider a function f (a) = a mod 4 which we picked up in the above
example. The state generated in (i) with this function is (|0〉 + |1〉 + · · · + |14〉 +
|15〉)|0〉/√16, and the state generated in (ii) is

1√
16
(|0〉|0〉 + |1〉|1〉 + |2〉|2〉 + |3〉|3〉 + |4〉|0〉 + |5〉|1〉 + |6〉|2〉 + |7〉|3〉 + · · · )

= 1√
16
((|0〉 + |4〉 + |8〉 + |12〉)|0〉 + (|1〉 + |5〉 + |9〉 + |11〉)|1〉 + · · · ) .

Assume the outcome of the measurement is 1 in (iii). In this case, the resultant state
changes to

1

4
(|1〉 + |5〉 + |9〉 + |11〉) |1〉.

We now apply the quantum Fourier transform F over Z16 to the first qubit sequence
in this state (|1〉 + |5〉 + |9〉 + |11〉)/√4. In general, the quantum Fourier transform
over ZN is defined as

F |a〉 = 1√
N

N−1∑
k=0

ωak
N |k〉 (4.5)

for every a ∈ ZN , where ωN := exp(2π i/N ).

Exercise 4.5 Show that the quantum Fourier transform over ZN can be represented
as a unitary matrix.

Applying the quantum Fourier transform F over Z16 to the first qubit sequence, we
obtain

F
1√
4
(|1〉 + |5〉 + |9〉 + |13〉) = 1√

4

15∑
k=0

1√
16

(
ω1·k

16 + ω5·k
16 + ω9·k

16 + ω13·k
16

)
|k〉

= 1√
4

15∑
k=0

1√
16
ωk

16

3∑
�=0

ω�k4 |k〉.

We then note the value of S4(k) :=∑3
�=0 ω

�k
4 . For example, setting k = 0, we have

S4(0) = 4, and setting k = 1, we have S4(1) = ω0
4 + ω1

4 + ω2
4 + ω3

4 = 0.

Exercise 4.6 For every N , k ∈ N, let SN (k) :=∑N−1
�=0 ω

�k
N . Show that SN (k) = N

if k is a multiple of N and SN (k) = 0 otherwise. (Hint: Calculate (ωk
N−1)(ωk(N−1)

N +
ω

k(N−2)
N + · · · + ωk

N + ω0
N )).

Immediately from this exercise, we have S4(k) = 4 when k = 0, 4, 8, 12 and
S4(k) = 0 for the other ks. Therefore, the state obtained by the quantum Fourier
transform is
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F

(
1√
4
(|1〉 + |5〉 + |9〉 + |13〉)

)
= 1√

4

15∑
k=0

1√
16
ωk

16

3∑
�=0

ω�k4 |k〉

= 1

2

(
ω0

16|0〉 + ω4
16|4〉 + ω8

16|8〉 + ω12
16|12〉

)
.

Measuring this state, we obtain one of 0, 4, 8 and 12 with probability 1/4 respectively
(independently of the phase ω0

16, ω
4
16, . . . of the amplitudes).

More generally, when we obtain the outcome f (a) at (iii) via the measurement
in the second qubit sequence, the resultant state is (|a〉 + |a + 4〉 + |a + 8〉 + |a +
12〉)| f (a)〉/√4. Then, applying the quantum Fourier transform to the first qubit
sequence, we obtain the state

F

(
1√
4
(|a〉 + |a + 4〉 + |a + 8〉 + |a + 12〉)

)

= 1

2

(
ωa

16|0〉 + ω4a
16 |4〉 + ω8a

16 |8〉 + ω12a
16 |12〉

)
,

independently of the outcome at (iii). So, the value obtained at (iv) is one of 0, 4, 8
and 12 with probability 1/4 respectively. To wrap up, we obtain a multiple of s = 4
by the procedure from (i) to (iv). As done in (v), we can find s = 4 from non-zero
multiples by repeating this procedure appropriately.

In the above discussion, we only consider a special case (N = 16, f (a) =
a mod 4), but the general case is analyzed similarly. Assuming that we obtain z =
f (a0) = f (a0 + s) = f (a0 + 2s) = · · · in the measurement of (ii), we have the
following by applying the quantum Fourier transform F over ZN to the resultant
state at (iii).

F

⎛
⎝ 1√

N/s

∑
f (a)=z

|a〉
⎞
⎠ = 1√

N/s

∑
f (a)=z

1√
N

N−1∑
k=0

ωak
N |k〉

=
√

s

N

N−1∑
k=0

(
ω

a0k
N + ω(a0+s)k

N + · · · + ω(a0+((N/s)−1)s)k
N

)
|k〉

=
√

s

N

N−1∑
k=0

ω
a0k
N

(N/s)−1∑
�=0

ω�kN/s |k〉

=
√

s

N

N−1∑
k=0

ω
a0k
N SN/s(k)|k〉 = 1√

s

s−1∑
j=0

ω
a0 j (N/s)
N | j (N/s)〉.

In the last equality, we used the fact that SN/s(k) = N/s if k is a multiple of N/s
and SN/s(k) = 0 otherwise. Measuring the qubit sequence obtained by the quantum
Fourier transform, multiples of (N/s), i.e., 0, (N/s), 2(N/s), . . ., (s − 1)(N/s),
outcome at (iv) with probability 1/s, respectively.
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Now suppose that m1 = k1 N/s and m2 = k2 N/s outcome from two samples
(where k1, k2 ∈ {0, . . ., s−1}). The values m1,m2 and N are known but s and k1, k2
are unknown. If k1 is a coprime to k2, the greatest common divisor of m1 and m2 is
N/s, and hence, we can then obtain s from m1,m2 and N by using the Euclidean
algorithm.

The probability that k1 is not coprime to k2 is bounded by

Pr{∪p:prime k1 and k2 are multiples of p}
≤

∑
p:prime

Pr{k1 and k2 are multiples of p}

≤
∑

p:prime

1

p2 <
∑
n≥2

1

n2 < 0.65,

where the last inequality is derived from
∑

n∈N n−2 = π2/6. From, say, 2n samples,
we can hence obtain s with probability at least 1− 0.65n .

Although we omit the details of the complexity analysis, if we can implement f
by nO(1) gates, i.e., polynomially many gates in n, this quantum algorithm finds the
period s with high probability by nO(1) gates.

This quantum algorithm is a sort of the quantum state discrimination similarly to
the Deutsch-Jozsa algorithm. Indeed, the (probabilistic mixture of) quantum states in
(iii) are determined by the period s, and therefore, it suffices that we can discriminate
which period s the quantum states have. In the case of this discrimination, we can
implement an efficient discriminator by using the quantum Fourier transform.

4.4.2 Quantum Algorithm for Factorization

Let us construct the quantum algorithm for factorization from the period-finding
algorithm. First, we define the factorization problem.

Factorization problem
Input: a natural number N of bit length n, where N = pq for two primes p and q.
Output: the two primes p, q.

Since it is trivial if N is even, we consider only the case that N is odd (and thus p, q are
odd primes). The natural number N of bit length n is less than 2n . Therefore, if we look
for the primes by brute-force search, we require exponentially high computational
complexity in n. There are much faster classical algorithms than brute-force search
for the factorization (see, e.g., [7]). However, they still require exponentially high
computational complexity, and it is open to construct a polynomial-time algorithm
for the factorization.

How can we reduce the factorization to the period-finding problem? We can
efficiently solve the factorization problem (even by classical algorithms) if we can
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find the minimum r which satisfies xr ≡ 1 mod N for any integer x coprime to N .
The part we need the power of quantum computation is to find the minimum r . The
heart of Shor’s algorithm is to show how to efficiently solve the problem of finding
this r by quantum computation.

We overview the classical part of the reduction. This part mainly requires the
number theory and classical algorithms for it. Let GCD(a, b) denote the greatest
common divisor of two integers a, b.

First, we choose x from {1, . . ., N−1} uniformly at random. If x is not coprime to
N , i.e., GCD(x, N ) �= 1, GCD(x, N ) divides N . Since this GCD(x, N ) is efficiently
computable by the Euclidean algorithm, we can factor N efficiently in this case.

So, suppose that GCD(x, N ) = 1. The value of r is determined by the choice
of x . If r is even, it holds (xr/2 + 1)(xr/2 − 1) ≡ 0 mod N . Further, if xr/2 �≡ −1
mod N , either GCD(xr/2 + 1, N ) or GCD(xr/2 − 1, N ) is a nontrivial factor of
N (i.e., p or q). Then, we can show that r is even and xr/2 �≡ −1 mod N with
probability at least 1/2 for a random x . Therefore, our task is reduced to find the r
that satisfies xr ≡ 1 mod N since we can easily compute GCD(xr/2 + 1, N ) and
GCD(xr/2 − 1, N ) from r and we can verify if they divide N .

To wrap up, the overview of Shor’s algorithm for the factorization is as follows.

Shor’s algorithm
(i) Choose x ∈ {1, . . ., N − 1} uniformly at random.

(ii) Compute GCD(x, N ). If it is not 1, output GCD(x, N ) and halt.
(iii) Find the minimum r that satisfies xr ≡ 1 mod N . (We discuss this quantum

part later.)
(iv) If r is even and xr/2 �≡ −1 mod N , verify if GCD(xr/2+1, N ) or GCD(xr/2−

1, N ) divide N . If so, output it and halt. Otherwise, go back to (i).

Next, we study the quantum part that computes r . This part is implemented by
reducing the problem of finding r to the period-finding problem. Define f (a) :=
xa mod N . In fact, this function has a period s so that f (a) = f (a + s) = f (a +
2s) = · · · . For example, consider that N = 15 = 3 · 5, x = 2. Then, we have
f (0) = f (4) = f (8) = · · · = 1, f (1) = f (5) = f (9) = · · · = 2, f (2) =
f (6) = f (8) = · · · = 4, and f (3) = f (7) = f (11) = · · · = 8. Therefore,
we can find the period s using the technique of the period-finding algorithm. Since
f (0) = f (s) = f (2s) = · · · = 1, this period s is the value r we want to compute.

The original algorithm of Shor did not use the quantum Fourier transform over
ZN , but it used another one which was efficiently implemented since it was not
known how to implement the quantum Fourier transform over ZN at the time of the
discovery of Shor’s algorithm. Later, the efficient implementation was found (e.g.,
[8]) and thus we can efficiently and directly solve the factorization problem using
the quantum transform over ZN .

Although we supposed the case N consists of two primes in this subsection, this
algorithm can be generalized to the case that N consists of more than two primes.
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4.4.3 Quantum Algorithm for Discrete Logarithm

Shor also applied the idea of the period finding to the discrete logarithm problem.
First, we define the discrete logarithm problem as follows. (The original problem is
defined in a more general form with terms of finite cyclic groups, but we consider a
special case for simplicity).

Discrete logarithm problem
Input: a prime p of bit length n, natural numbers g coprime to p − 1 (that is,
GCD(p − 1, g) = 1) and y with 0 < y < p.
Output: a natural number x such that y ≡ gx mod p and 0 < x < p.

For example, if the input is p = 5, y = 2, g = 3, the output should be x = 3 since
33 = 27 = 52 + 2.

Since the bit length of p is n, brute-force search for x requires to check O(2n)

candidates in the worst case. There are several classical algorithms much faster than
brute-force search for the discrete logarithm problem (see, e.g., [7]), but they still
require exponentially high computational complexity. In contrast, Shor’s algorithm
can solve this problem only using polynomially many gates.

Consider the function f : Zp−1 × Zp−1 → Z
∗
p defined as follows.

f (a, b) = ga · (y−1)b mod p = ga−bx mod p, (4.6)

where Zp−1 := {0, . . ., p−1} and Z
∗
p := {y ∈ Zp : GCD(y, p) = 1}. In particular,

since p is a prime, Z
∗
p = {1, . . ., p − 1}.

y−1 denotes the element that satisfies y · y−1 ≡ 1 mod p. This function f is
efficiently computable from the given p, y, g.

This function f has an interesting property: (a, b) ∈ {(0, 0), (x mod p −
1, 1 mod p − 1), (2x mod p − 1, 2 mod p − 1), . . .} if and only if f (a, b) = 1.
More generally, (a, b) ∈ {(v,w), (x + v, 1+ w), (2x + v, 2+ w), . . .} if and only
if f (a, b) = gv−wx . From a viewpoint of finite groups, f takes a constant value on
each coset of a subgroup 〈(x, 1)〉 of an additive group Zp−1 × Zp−1.

In the same example p = 5, y = 2, g = 3 as above, since 2 · 3 = 6 ≡ 1
mod 5 and hence y−1 = 3, we have f (a, b) = 3a 3b mod 5. Indeed, f (0, 0) = 1
and f (3, 1) = 33 31 mod 5 = 81 mod 5 = 1. The following is the values of f (a, b)
in this example.

f (0, 0) = f (3, 1) = f (2, 2) = f (1, 3) = 1,

f (1, 0) = f (4, 1) = f (3, 2) = f (2, 3) = 3,

f (2, 0) = f (1, 1) = f (0, 2) = f (3, 3) = 4,

f (3, 0) = f (2, 1) = f (1, 2) = f (0, 3) = 2.

From these values, f satisfies f (a, b) = f (a + 3 mod 4, b + 1 mod 4), and it has a
hidden period (x, 1).
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The original period-finding problem is to find a one-dimensional period, but we
can generalize it to a problem of finding a two-dimensional period. For solving
this generalized problem, we use the following quantum Fourier transform over
Zp−1 × Zp−1, defined as follows, rather than over ZN .

F |a〉|b〉 = 1√
(p − 1)2

∑
k,�∈Zp−1

ωak+b�
p−1 |k〉|�〉 (4.7)

Using this quantum Fourier transform, we can construct an efficient quantum algo-
rithm that finds the period (x, 1), which contains the solution we want to find in the
discrete logarithm problem.

4.5 Other Quantum Algorithms

We briefly studied only famous quantum algorithms in this chapter. In the recent
progress of quantum algorithms, there are novel techniques to design quantum algo-
rithms not included in the algorithms we studied here. For example, the quantum
walk is a quantum analogue of the random walk, which is one of important tools for
classical algorithms. The quantum walk has remarkably different properties from the
classical one, and these properties have been actively used to design new quantum
algorithms in recent years [9, 10]. If readers are interested in the recent progress
including the technique of the quantum walk, see the survey article [11].

References

1. R. Cleve, A. Ekert, C. Macchiavello, M. Mosca, Proc. R. Soc. Lond. A 454, 339–354 (1998)
2. L.K. Grover, in Proceedings of the 28th ACM Symposium on Theory of Computing, (ACM

Press, Philadelphia, 1996) pp. 212–218.
3. P.W. Shor, SIAM J. Comput. 26, 1484–1509 (1997)
4. A.C.-C. Yao, in Proceedings of the 18th Annual IEEE Symposium on Foundations of Computer

Science (IEEE Computer Society Press, Los Alamitos, 1977), pp. 222–227.
5. G. Brassard, P. Høyer, M. Mosca, A. Tapp, in Quantum Computation and Information, Contem-

porary Mathematics, ed. by S.J. Lomonaco, Jr., H.E. Brandt, AMS (2002) pp. 30553–30574.
6. H. Imai, M. Hayashi, New J. Phys. 11, 043034 (2009)
7. R. Crandall, C. Pomerance, Prime Numbers: A Computational Perspective, 2nd edn. (Springer,

New York, 2005)
8. L. Hales, S. Hallgren, in Proceedings of the 41st IEEE Conference on Foundations of Computer

Science (2000) pp. 515–525.
9. A. Ambainis, SIAM J. Comput. 37, 210–239 (2007)

10. A.M. Childs, R. Cleve, E. Deotto, E. Farhi, S. Gutmann, D.A. Spielman, in Proceedings of
the 35th Annual ACM Symposium on Theory of Computing (ACM Press, New York, 2003)
pp. 59–68.

11. D. Bacon, W. van Dam, Commun. ACM 53, 84–93 (2010)



Chapter 5
Foundations of Quantum Mechanics
and Quantum Information Theory

5.1 Introduction

In Chap. 2, we have explored the world of quantum mechanics (QM) through the qubit
systems. It is not much difficult to generalize the laws for qubits to those for general
quantum systems. In this chapter, we give two formulations of general quantum
mechanics.1 The first one is based on postulates of QM which directly bridges the
gap between qubit systems and general quantum systems (Sect. 5.2). The postulates
of QM provide the ground for all the quantum phenomena. However, it is not clever to
always go back to postulates from the applicational point of view. In particular, when
we focus on a particular quantum system, the presence of an interaction with other
physical systems brings a variety of phenomena to the system of interest. At times
such an other system acts as an environment which causes an undesirable noise, and
at other times as a measurement device which extracts an information of the system
of interest. Although these phenomena can be explained based on postulates of QM
by referring the other systems, e.g., the environment system, as well as the system of
interest, it would be convenient if we have a formulation of QM which preliminarily
incorporates them directly without referring other systems. The second formulation
of QM given in this chapter is formulated in this line of philosophy. Specifically, the
formulation gives the most general descriptions for states (Sect. 5.3.1), measurements
(Sect. 5.3.2), time evolutions (Sect. 5.3.3), and measurement-processes (Sect. 5.3.4)
in a fixed quantum system under the possible presence of other quantum systems
(see e.g. [3–7]). Since the second formulation of QM clarifies the border between
realizable and unrealizable phenomena and operations in a fixed quantum system
without referring the other systems, the second formulation is often useful as the
theoretical ground of quantum information science.

1 For the mathematical simplicity, we restrict ourselves to the cases where the associated Hilbert
spaces are finite-dimensional. However, a formal generalization to the infinite-dimensional cases
follows in the parallel manner [1] subject to the careful treatments of topological issues and domains
of operators [2].
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Before proceeding to the formulations, let us give a few remarks about the
nomenclatures and notations.

5.1.1 Postulates and Preconditions

Although the two formulations of QM are basically equivalent up to trivial things,
some of their mathematical descriptions are quite different. This apparent differ-
ence could be an obstacle in communication among researchers with different back-
grounds. To avoid it, we carefully explain the physical connections between two
formulations. In particular, the second formulation is deduced from the first one
based on postulates in detail.

In the following discussion, we distinguish two nomenclatures, postulates and
preconditions as follows. We use postulates for the assumptions which characterize
quantum mechanics, while we reserve preconditions for natural assumptions which
hold not only in QM but also in any operationally valid physical theories (including a
classical physics). Indeed, in many textbooks, many of preconditions are not explic-
itly specified but implicitly assumed. Although it is not our intention to logically
mention all these conditions, in the following we would like to point out some of
important preconditions as much as possible.

To see the nature of preconditions, we shall start by some of the examples here.
Remind that the fundamental prediction of QM is about the outcome-probability in a
measurement as is described in (1). Here, we are implicitly assuming the following:

In each measurement, we get an outcome, (5.1)

which could be our first precondition. Some of the readers might think that Precondi-
tion (5.1) is too natural to be explicitly described. However, in QM, this assumption
itself is sometimes questioned if we include an observer (of the measurement) as
a part of physical system. Precondition (5.1) shows our standpoint of positivism:
In this book, we don’t treat such a meta-physical problem and we start from our
discussion after admitting that we objectively get an outcome in each measurement.
In the probabilistic theories like QM, we are also assuming:

The probability to get an outcome is determined

dependently on the state of the system. (5.2)

http://dx.doi.org/10.1007/978-3-662-43502-1_1
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We denote, by Pr(M = m | s), the probability to get an outcome m by a mea-
surement M under a state s.2 In this book, for the mathematical simplicity, we only
consider a measurement with finite numbers of outcomes m ∈M = {m1, . . . , mn}.3

Another example of preconditions lies in the identification of states. To under-
stand the precondition, remind that a state is completely characterized by the physical
responses to any possible measurement (see Sect. 2.2.1). This characterization indi-
cates that we can distinguish states s1 and s2 if and only if there exists a measurement
with which we observe different responses under s1 and s2. In probabilistic theories
like QM, we assume the following precondition:

We identify states s1 and s2 if they predict the same

probability distributions in all possible measurements. (5.3)

Notice that this identification should be required even if s1 and s2 are prepared by
completely different methods. In this case, we sometimes say that s1 and s2 are
statistically equivalent.

Similarly, we assume the following precondition for the identification of mea-
surements:

We identify measurements M1 and M2 if

(i) they have the same set of measurement-outcomes and

(ii) they predict the same probability distributions under all states.

(5.4)

This precondition is also natural from the operational point of view. For instance,
using both a ruler and a tape-measure, one can measure the same physical quantity,
a position of a particle. Notice, however, an outcome itself is usually not important
in the application of information processings being just labeled by proper symbols
(such as 0 and 1). In that case, the condition (i) in (5.4) is relaxed to the condition
(i)′ to have the same number of measurement outcomes (see also the footnote 3).

5.1.2 Hilbert Space and Linear Operators

Until Chap. 4, we have explained qubit systems with a complex Euclidean space
C

d and a d × d matrix. To deal with QM in general, we need a Hilbert space
and a linear operator on the space. A Hilbert space is a vector space equipped

2 The symbol “|” with “s” implies that the probability is considered as the conditional probabil-
ity conditioned that the state is s. (see the footnote 18 for the conditional probability). Precisely
speaking, we are identifying the random variable and the measurement and use the same symbol
M .
3 Using a measure theoretical languages, one can formulate the general measurement theory in a
parallel manner including continuous outcomes (see e.g. [8]).

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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with an inner product, i.e., an inner product space, with the completeness condition
(Appendix A.2.2). As we will explain from the next subsection, many notions of
QM such as physical quantities will be represented by linear maps on a Hilbert space
H. In QM, we call them linear operators on H instead of “maps”. Following this
convention, a linear map on the set L(H) of linear operators on H is sometimes called
a super-operator. However, in this book, we just call it a linear map following the
convention of the field of quantum information science.

Throughout this book, we restrict ourselves to quantum systems associated with
Hilbert spaces of finite dimension. This is because we think primarily of the appli-
cations to the quantum information science, and in that case, it is usually enough to
treat finite-dimensional spaces. It is well known that the completeness condition of
a Hilbert space of finite dimension is automatically satisfied. Therefore, the reader
may think a Hilbert space just as an inner product space in the following. Moreover,
any finite-dimensional Hilbert space H is represented by C

d (Proposition A.2) such
that the inner product is given by (2.5). On this representation, any linear operator
on H is also represented by a d × d complex matrix (Appendix A.3.1). Therefore,
the reader who is unfamiliar with the abstract treatment of vector spaces may always
consider a Hilbert space and a linear operator just as C

d and a d×d complex matrix,
respectively. However, noting that these representations depend on a particular basis,
it is necessary to understand mathematical ingredients independent from the basis
for the deep comprehension of the theoretical structure of QM and its applications
to quantum information processings. Therefore, we recommend the reader to read
the Appendix A whenever he/she finds the unfamiliar mathematics below.

5.1.3 Dirac Notation II

In this subsection, we explain again the for a general Hilbert space H. While the
notation has been already explained in Sect. 2.2.2 for C

d based on [A]–[D], we
formulate it slightly in a different manner by [A′], [C′] and [D′]. In this subsection,
a, b (including a1, a2 · · · ) are complex numbers and A is a linear operator on H.

[A′] |ψ〉 denotes a Vector

In Dirac notation, we denote an element (a vector) of H with symbols | and 〉, the same
as in [A] in Sect. 2.2.2. Note that an addition of vectors and a scalar multiplication,
say |ψ〉 + |φ〉 and a|ψ〉, are sometimes abbreviated simply to |ψ + φ〉 and |aψ〉.
Similarly, the action of a linear operator A to a vector |ψ〉 is denoted by A|ψ〉, or
abbreviated to |Aψ〉. For instance, the linearity of A can be expressed not only by
A(a|ψ〉 + b|φ〉) = a A|ψ〉 + bA|φ〉, but also by A|aψ + bφ〉 = a|Aψ〉 + b|Aφ〉.
A vector of H with this notation is sometimes called a ket vector.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
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[C′] 〈ψ|φ〉 denotes the Inner Product

In Dirac notation, the inner product between vectors |ψ〉 and |φ〉 in H is denoted by
〈ψ|φ〉 (see Appendix A.2.2 for the definition and general properties of the inner
product). Following the convention in quantum physics, let the linearity of the
inner product hold in the right element: 〈ψ|aφ1 + bφ2〉 = a〈ψ|φ1〉 + b〈ψ|φ2〉.
By the symmetry 〈ψ|φ〉 = 〈φ|ψ〉, the anti-linearity holds in the left element:
〈aφ1 + bφ2|ψ〉 = a〈φ1|ψ〉 + b〈φ2|ψ〉. The norm of a vector |ψ〉 is defined by√〈ψ|ψ〉, which will be simply denoted by ||ψ||. We sometimes abbreviate the inner
product between vectors |ψ〉 and A|φ〉 as 〈ψ|Aφ〉. For instance, the adjoint operator
A† of A satisfies 〈ψ|Aφ〉 = 〈A†ψ|φ〉.

[D′] |ψ〉〈φ| denotes a Linear Operator

With two vectors |ψ〉, |φ〉 ∈ H, the symbol |φ〉〈ψ| is the linear operator on H whose
action to vectors is defined by

|ξ〉 ∈ H→ |φ〉〈ψ| |ξ〉 := 〈ψ|ξ〉|φ〉 ∈ H . (5.5)

One can memorize this action formally by recombining 〈ψ| and |ξ〉 to make it an
inner product 〈ψ|ξ〉 based on the notation [C′]. The linearity of |φ〉〈ψ| immediately
follows from the linearity of the inner product.

In Sect. 2.2.2, we have introduced |φ〉〈ψ| by the matrix (2.7). One can easily check
that this matrix corresponds to a matrix representation of the linear operator (5.5).4

The typical use of (5.5) is for the one-dimensional projection operator: With a
unit vector |ψ〉 ∈ H, the linear operator |ψ〉〈ψ| is the projection operator onto the
subspace spanned by the vector |ψ〉. More generally, the projection operator PW onto
the subspace W of H can be written by PW =∑n

i=1 |ψi 〉〈ψi |with an ONB {|ψi 〉}ni=1
of W . (see Appendix A.3.5.)

Exercise 5.1 For vectors |ψ〉, |ψ′〉, |φ〉, |φ′〉 ∈ H, show the following formulae:

〈φ′|(|φ〉〈ψ|)ψ′〉 = 〈φ′|φ〉〈ψ|ψ′〉, (5.6)

|ψ〉〈φ||ψ′〉〈φ′| = 〈φ|ψ′〉|ψ〉〈φ′|, (5.7)

The above conditions [A′], [C′], [D′] are minimally required characters of the
Dirac notation to describe the theory of QM and quantum information theory. How-
ever, Dirac notation also provides another notation for a linear functional on H.5 An

4 With an ONB {|ψi 〉}di=1 of H, let (a1, . . . , ad )
T := (〈ψ1|ψ〉, . . . , 〈ψd |ψ〉), (b1, . . . , bd )

T

:= (〈ψ1|φ〉, . . . , 〈ψd |φ〉) ∈ C
d be representations (A.4) of vectors |ψ〉 and |φ〉. Then, the matrix

representation of A := |φ〉〈ψ| with the same ONB reads ai j := 〈ψi |Aψ j 〉 = 〈ψi |φ〉〈ψ|ψ j 〉 = bi a j
(see (5.6) in Exercise 5.1).
5 A linear map from H to C (or R) is called a linear functional on H.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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introduction of this notation would make calculations easy and formal. However, this
is not indispensable to describe the theory below, so it is the reader’s option to read
the rest of this subsection.

[B′] 〈ψ| denotes a Linear Functional

For each ket vector |ψ〉 ∈ H, the symbol 〈ψ| is defined by the linear functional on
H such that

∀|ξ〉 ∈ H→ 〈ψ| |ξ〉 := 〈ψ|ξ〉 ∈ C . (5.8)

The linearity of this map immediately follows from the linearity of the inner product.
In Sect. 2.2.2, we have introduced this notation 〈ψ| by (2.3), the conjugate transpose
of the corresponding column vector |ψ〉. One can easily check that this is a matrix
(a row vector) representation of a linear functional (5.8).

The set H∗ of all (bounded) linear functionals on H is called the dual space. It
is easy to see that H∗ is a vector space. As a vector in H∗, 〈ψ| is called the bra
vector corresponding to the ket vector |ψ〉. It is known that any element of H∗ can
be represented as a bra vector (Riesz’s representation theorem [2]). Thus, the set of
all bras equals H∗.

5.2 Postulates for Quantum Mechanics

In this section, we formulate QM based on postulates and explain the general prop-
erties of QM. The postulates we adopt are based on those introduced by Dirac [9]
and mathematically formulated by von Neumann [1], with which most physicists
would be familiar. Specifically, we explain QM by three Postulates; Postulate 1 for
the representations of a quantum state and a physical quantity including the mea-
surement rule, Postulate 2 for the rule of a time evolution, and Postulate 3 for the
description of a composite quantum system. Notice, however, that we don’t include
the so-called projection postulate for measurement processes, since they are oper-
ationally explained by combining other postulates and natural preconditions6 (see
Sect. 5.3.4 for the details).

In the following, let H 
 C
d and L(H) be a finite-dimensional Hilbert space and

the set of linear operators on H, respectively. Unless is noted, d is always used for the
dimension of H. Hermitian operators are denoted by A, B,C , projection operators
by P, Q, and the identity operator by I . The set of eigenvalues of A ∈ L(H) is
denoted by σ(A).

6 This idea is mainly credited to Ozawa. See [7, 10–12], and references therein for the detail.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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5.2.1 Quantum States, and Measurements of Physical Quantities

The first postulate of QM describes the mathematical representations of quantum
states, physical quantities (observables), and the probabilistic rule for the measure-
ment.

[Postulate 1] For any quantum system, there is an associated Hilbert space H
in a way that a state is represented by a unit vector of H. A physical quantity
is represented by a Hermitian operator on H where the measurement outcome
is one of the eigenvalues. If we measure a physical quantity A ∈ L(H) under
a state |ψ〉 ∈ H, then the probability to observe an outcome a ∈ σ(A) is given
by

Pr(A = a ||ψ〉) = 〈ψ|Paψ〉. (5.9)

Here, Pa is the eigen-projection belonging to the eigenvalue a of A.

For each quantum system, e.g. of an electron, a photon, and a carbon dioxide
(in principle even for a macroscopic system such as a tennis ball and a star), we
theoretically assume that there is an associated Hilbert space with which all the
physics on the system are described. For instance, the Hilbert space for the qubit
system was C

2 as seen in Chap. 2. In general, the dimension of a Hilbert space
for quantum mechanical system could be (countably) infinite. However, in quantum
information science, it is enough to use a finite-dimensional Hilbert space, mainly
for encoding a classical information on a finite set to a quantum state. A quantum
system where the associated Hilbert space is of finite-dimensional is called a finite
level (quantum) system. Alternatively, it is called a d-level (quantum) system when
the dimension is d.

A quantum state and a physical quantity are represented by a unit vector of H and
a Hermitian operator on H, respectively. The description of a state is the same as in
Chap. 2, but a representation of a physical quantity by a Hermitian operator is more
general than that by an orthonormal basis (a basis measurement). We will see below
that a basis measurement corresponds to a measurement of a non-degenerate physical
quantity. Notice that a measurement outcome of a physical quantity A ∈ L(H)
is always one of the eigenvalues of the operator A. The mathematical fact that an
eigenvalue of any Hermitian operator is a real number guarantees that a measurement
outcome is also a real number so that it is gauged with respect to a fixed physical
unit. The probability law (2.1) in QM is given by (5.9), which is called the Born rule.
Notice that the mathematical consistency holds for the description of a probability
which is positive with the normalization condition (Exercise 5.2):

Exercise 5.2 Show that the right hand side of (5.9) is a probability distribution.

As is noticed in Chap. 2, the correspondence between a unit vector and a quantum
state is not one-to-one. If two unit vectors |φ〉 and |ψ〉 are related by |ψ〉 = eiθ|φ〉with

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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some phase θ ∈ R, they are considered to represent the same physical state. This is
called the indefiniteness of phase. This identification can be naturally explained by
Precondition (5.3): By (5.9), it is easy to see that states |φ〉 and |ψ〉 = eiθ|φ〉 predict
the same probability distribution for any measurement of physical quantities.7

Note that Postulate 1 does not necessarily require that all unit vectors correspond
to physical states; conversely it only requires that any physical state corresponds to
some unit vector. However, in this book (and usually in the field of quantum infor-
mation science), we assume the stronger condition that (i) there exists a physical
state corresponding to any unit vector. In the same way, we assume the stronger
condition also for physical quantities: (ii) There exists a physical quantity corre-
sponding to any Hermitian operator. In the following, we identify a quantum state
and a unit vector, a physical quantity and a Hermitian operator, respectively.

The mathematical representation of physical states by means of vectors implies
that the addition of states (as vectors) makes another state. This fact is called the
superposition principle and the resultant state is called the superposition state.
One might wonder how to interpret the superposition state of |ψ〉 and |φ〉, e.g.,

1√
2
(|ψ〉 + |φ〉), especially the physical relation between the superposition state and

the superposed states |ψ〉, |φ〉. In particular, it is quite difficult to imagine the super-
position state of classically exclusive states of e.g. “switch ON” and “switch OFF”.
We should notice here that an interpretation of QM is still controversial and there
are many explanations, including non-scientific one, also for the interpretation of
superposition states.8 However, from the operational point of view, one does not
have to be troubled over this problem since even a superposed state is just a physical
state from which one can get an measurement outcome with the probability follow-
ing the Born rule (5.9). We only notice here that interpreting a superposition state
just as a probabilistic mixture of superposed states is a typical misinterpretation. For
instance, a state 1√

2
(|ψ〉 + |φ〉) cannot be interpreted by a preparation of |ψ〉 or |φ〉

with probability 1/2. In Sect. 5.3.1, we will see that a probabilistic mixture of states
yields the so-called mixed state.

A physical quantity A ∈ L(H) is called degenerate (or non-degenerate) if it has
(or do not have) a multiplicity of eigenvalues. If an eigenvalue a of a Hermitian opera-
tor has a multiplicity of length l, then the dimension corresponding to the eigenspace
Ea is also l. Therefore, we can write the eigen-projection by Pa =∑l

i=1 |φa,i 〉〈φa,i |
with an orthonormal basis {|φa,i 〉}li=1 of Ea . Using this representation, the Born rule
(5.9) reads

Pr(A = a||ψ〉) = 〈ψ|Paψ〉 =
l∑

i=1

|〈φa,i |ψ〉|2. (5.10)

For a non-degenerate physical quantity A, we have Pa = |φa〉〈φa | where |φa〉 is the
uniquely determined unit eigenvector of A (up to an arbitrary phase) belonging to

7 By the Born rule (5.9), we have Pr(A = a | |ψ〉) = 〈eiθφ|Paeiθφ〉 = e−iθeiθ〈φ|Paφ〉 = Pr(A =
a | |φ〉) for any physical quantity A.
8 For those who are interested in this problem, we recommend to read [13].
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an eigenvalue a. Therefore, we have

Pr(A = a||ψ〉) = 〈ψ|(|φa〉〈φa |)ψ〉 = |〈φa |ψ〉|2. (5.11)

Noting that {|φa〉}a∈σ(A) forms an orthonormal basis of the whole space H due to the
completeness of a Hermitian operator, a measurement of a non-degenerate physical
quantity corresponds to a basis measurement explained in Chap. 2 (see (2.18)).
Therefore, the formulation of a measurement in this chapter is essentially the same
as that in Chap. 2 except for the following points: (i) we will treat a general physical
quantity including a degenerate one in this chapter, and (ii) the measurement outcome
of a physical quantity is automatically gauged by eigenvalues of a Hermitian operator
with a fixed physical unit, while in Chap. 2 we have labeled a measurement outcome
by proper symbols, e.g. 0 and 1.

In the following, we denote the spectrum decomposition of a linear operator A by

A =
∑

a∈σ(A)
a Pa (5.12)

where a is an eigenvalue of A with the eigen-projection Pa and σ(A) denotes the
set of all eigenvalues of A. We usually abbreviate the summation simply to

∑
a .

To distinguish the spectrum decomposition and an eigenvalue decomposition (see
Appendix A.3.6), an eigenvalue decomposition of A is denoted by

A =
d∑

i=1

ai |φi 〉〈φi | (5.13)

where ai (i = 1, . . . , d) represents the d eigenvalues of A (including the multiplicity)
and |φi 〉 represents the eigenvector belonging to the eigenvalue ai . (See the footnote
9 in Example 5.1 and the footnote 10 in Example 5.2.)

Example 5.1 Consider a qubit system with an associated Hilbert space C
2. Notice

that Pauli matrices (2.22) represent physical quantities as they are (not only unitary but
also) Hermitian. For instance,σx is a non-degenerate observable with two eigenvalues
±1 with the corresponding eigenvectors |φx±〉 := 1√

2
(1,±1)T = 1√

2
(|0〉 ± |1〉)

(One should check here an eigenvalue decomposition of σx : σx = |φx+〉〈φx+| +
(−1)|φx−〉〈φx−|9). The measurement in the former part of Exercise 2.3 in Chap. 2 can
be considered as the measurement of σx subject to the relabeling of the outcomes
to 1 and −1 from 0 and 1, respectively. Similarly, Hermitian operators σy and σz

have eigenvalues ±1 with the corresponding eigenvectors |φy
±〉 := 1√

2
(|0〉 ± i |1〉)T

(an ONB in (2.7)) and |φz+〉 := |0〉, |φz−〉 := |1〉 (an ONB in (2.10)). Thus, the

9 Using (2.7), we have |φx+〉〈φx+| = 1
2

(
1 1
1 1

)
, |φx−〉〈φx−| = 1

2

(
1 −1
−1 1

)
, from which we obtain

|φx+〉〈φx+| − |φx−〉〈φx−| =
(

0 1
1 0

)
= σx .

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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measurement in the latter part of Exercise 2.3 can be considered as the measurement
of σy , and the basis measurement with respect to the computational basis can be
considered as the measurement of σz .

Exercise 5.3 Check that the eigenvalues and eigenvectors of Pauli matrices σx ,σy,

σz are given by those in Example 5.1. Show also the relations: |〈φx±|φy
±〉|2 =

|〈φy
±|φz±〉|2 = |〈φz±|φx±〉|2 = 1

2 .

Example 5.2 Consider a 3-level quantum system associated by the Hilbert space

C
3. If we perform a measurement of a physical quantity A =

⎛
⎝ 5 1 2

1 5 −2
2 −2 2

⎞
⎠ under a

state |ψ〉 = (1, 0, 0)T ∈ C
3, we get one of eigenvalues of A, which are a = 0, 6, as

the measurement outcome. Since the eigen-projections are P0 = 1
6

⎛
⎝ 1 −1 −2
−1 1 2
−2 2 4

⎞
⎠

and P6 = 1
6 A,10 the probabilities to get 0 and 6 are given by 〈ψ|P0ψ〉 = 1

6 and
〈ψ|P6ψ〉 = 5

6 , respectively.

Because the measurement outcomes of a physical quantity are real numbers, we
can calculate the expectation value and the variance (or the standard deviation,
which is the square root of the variance) of a physical quantity. Following the prob-
ability theory, the expectation value of a physical quantity A under a state |ψ〉 is
defined by Eψ[A] :=∑

a aPr(A = a||ψ〉). Combining with the Born rule (5.9), we
get Eψ[A] =∑

a a〈ψ|Paψ〉 = 〈ψ|(∑a a Pa)ψ〉 = 〈ψ|Aψ〉 where we have used the
spectral decomposition of A =∑

a a Pa . This gives the formula of expectation value
in QM:

Eψ[A] = 〈ψ|Aψ〉. (5.14)

Similarly, the variance with the same context is defined by Vψ[A] := ∑
a(a −

Eψ[A])2Pr(A = a||ψ〉). Using the Born rule (5.9) again, we get the formula of the
variance in QM:

Vψ[A] = 〈ψ|A2ψ〉 − 〈ψ|Aψ〉2 = 〈ψ|(A − Eψ[A] I )2ψ〉. (5.15)

Therefore, we can directly use a Hermitian operator A in (5.14) and (5.15) to obtain
the expectation value and the variance, while we have to solve the eigenvalue-problem
and calculate an eigen-projection of A in order to obtain the probability (5.9).

10 Notice that the multiplicities of eigenvalues 0 and 6 are 1 and 2, respectively. A unit eigenvector
belonging to the eigenvalue 0 is |ξ0〉 = 1√

6
(1,−1,−2)T , and thus one can compute P0 = |ξ0〉〈ξ0|

by using (2.7). On the other hand, the eigenvalue 6 has a multiplicity 2, where one can find two
orthogonal unit eigenvectors, e.g., |ξ6〉 := 1√

2
(1, 1, 0)T and |ξ′6〉 := 1√

3
(1,−1, 1). From these

eigenvectors, we obtain P6 = |ξ6〉〈ξ6| + |ξ′6〉〈ξ′6| = 1
6 A. Observe here the difference between

an eigenvalue decomposition A = 0|ξ0〉〈ξ0| + 6|ξ6〉〈ξ6| + 6|ξ′6〉〈ξ′6| =
∑3

i=1 ai |φi 〉〈φi | where
a1 = 0, a2 = a3 = 6, |φ1〉 := |ξ0〉, |φ2〉 := |ξ6〉, |φ3〉 := |ξ′6〉 and the spectral decomposition
A = 0P0 + 6P6 =∑

a=0,6 a Pa .

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
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A quantum state which is represented by one of unit eigenvectors of A is called
an eigenstate of A. An eigenstate is a deterministic state with respect to A in the
sense that the probability to obtain the corresponding eigenvalue in a measurement
of A is 1. Indeed, if a state |ψ〉 is an eigenstate corresponding to an eigenvalue a, i.e.,
A|ψ〉 = a|ψ〉 and thus Pa |ψ〉 = |ψ〉, then by the Born rule (5.9), the probability to
obtain a is 〈ψ|Paψ〉 = 〈ψ|ψ〉 = 1. Conversely, a deterministic state with respect to A
is always one of eigenstates of A. To show this, let |ψ〉be a deterministic state such that
one gets a measurement outcome a ∈ σ(A)with probability 1. By (5.9), we have 1 =
〈ψ|Paψ〉. Letting Qa := I −Pa be the orthogonal projection to Pa ,11 we have 1 =
||ψ||2 = ||Paψ+Qaψ||2 = ||Paψ||2+||Qaψ||2 by Pythagorean theorem (Theorem
A.1). On the other hand, we have 1 = 〈ψ|Paψ〉 = 〈ψ|P2

a ψ〉 = 〈Paψ|Paψ〉 =
||Paψ||2. Hence, we obtain ||Qaψ||2 = 0. Therefore, we have Qa |ψ〉 = |ψ〉 −
Pa |ψ〉 = 0, which implies that |ψ〉 = Pa |ψ〉 is an eigenvector belonging to the
eigenvalue a. To summarize, we have obtained the following proposition:

Proposition 5.1 A deterministic state with respect to a physical quantity A is one
of eigenstates of A, and vice versa.

As one of the peculiar properties of QM, a deterministic state with respect to one
physical quantity is not necessarily deterministic with respect to another physical
quantity. A simple example can be seen using Pauli matrices. From Proposition 5.1,
a deterministic state with respect to σx is one of its eigenstates, |φx+〉 or |φx−〉 (see
Example 5.1). However, under either case |ψ〉 = |φx±〉, the probability to obtain
±1 in the measurement of σz is Pr(σz = ±||ψ〉) = |〈φz±|ψ〉|2 = 1

2 by the results
in Exercise 5.3. This implies that a deterministic state with respect to σx is not
deterministic with respect to σz . On the contrary, it is the most random state for σz in
the sense that the probability distribution is the uniform distribution. Similarly, one
can show that a deterministic state with respect to σz is the most random state for σx .
The pair of physical quantities is called complementary (or mutually unbiased)
if a deterministic state to one of the physical quantity is the most random state for
another physical quantity, and vice versa.12 σx and σz are the typical examples of
a complementary physical quantities. Moreover, by Exercise 5.3, all the pairs from
σx ,σy,σz are mutually unbiased.

An uncertainty relation provides a quantitative description of the above peculiar
features of QM. Though it has several different formulations, let us introduce here the
most famous one. Before explain the formulation, notice first that one can naturally
represent an uncertainty of a physical quantity by the standard deviation, which
is the square of the variance. In particular, a state is deterministic if and only if a
standard deviation is zero. The following relation gives the tradeoff between standard
deviations of two physical quantities:

Theorem 5.1 (Heisenberg-Robertson uncertainty relation) For any physical
quantities A and B and any quantum state |ψ〉, we have

11 Note that Pa Qa = Pa(1− Pa) = Pa − P2
a = 0. Check also that Qa = Q2

a = Q†
a .

12 A pair of a position and a momentum is another typical example of the complementary pair of
physical quantities, although we need an infinite-dimensional Hilbert space to describe them.
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�ψ[A]�ψ[B] ≥ 1

2
|〈ψ|[A, B]ψ〉|, (5.16)

where �ψ[A] :=
√

Vψ[A] and �ψ[B] :=
√

Vψ[B] are standard deviations of A
and B under the state |ψ〉, and [A, B] := AB − B A is the commutator between A
and B.

Proof First, we show the case where expectation values of A and B are both zero:
Eψ[A] = Eψ[B] = 0. In this case, we have �2

ψ[A] = 〈ψ|A2ψ〉 = ||Aψ||2 as

A = A†. Similarly, we have �2
ψ[B] = ||Bψ||2. By using the Schwarz inequality

(Theorem A.2), we have |〈ψ|ABψ〉|2 = |〈Aψ|Bψ〉|2 ≤ ||Aψ||2||Bψ||2. Therefore,

�2
ψ[A]�2

ψ[B] ≥ |〈ψ|ABψ〉|2. (5.17)

Observe that AB = {A,B}2 +i [A,B]2i where {A, B} := AB+B A be the anticommutator

of A and B. Since both {A,B}2 and [A,B]2i are Hermitian,13 we have |〈ψ|ABψ〉|2 =
|〈ψ| {A,B}2 ψ〉+ i〈ψ| [A,B]2i ψ〉|2 = |〈ψ| {A,B}2 ψ〉|2+|〈ψ| [A,B]2i ψ〉|2 ≥ 1

4 |〈ψ|[A, B]ψ〉|2.
Applying this inequality to (5.17), we obtain the uncertainty relation (5.16).

In the general case where Eψ[A] and Eψ[B] are not zero, one can follow the above
proof just by replacing A and B by Ã := A−Eψ[A] I and B̃ := B−Eψ[B] I which
have zero expectation values. By noting �2

ψ[A] = �2
ψ[ Ã],�2

ψ[B] = �2
ψ[B̃], and

[ Ã, B̃] = [A, B], one obtains the uncertainty relation (5.16).

The uncertainty relation (5.16) implies that there is a tradeoff between uncertain-
ties (here measured by the standard deviations) of two non-commutative physical
quantities A and B ([A, B] 
= 0). Indeed, if the right hand side of (5.16) is posi-
tive definite, then making the uncertainty of A smaller forces the uncertainty of B
larger, and vice versa. Moreover, this relation also indicates the impossibility of the
simultaneously measurement of non-commutative physical quantities. This rough
intuition is indeed correct in some sense, as we will see later in Sect. 5.3.1. These
features are quite peculiar to QM not seen in any classical physics and sometimes
called uncertainty principle.

Here, we only show the converse, i.e., the simultaneous measurability for commu-
tative physical quantities. To make the statement clear, we start by the exact meaning
of the simultaneous measurability. In this book, we say that two physical quantities
A and B are simultaneously measurable if there exists a measurement which outputs
a pair of measurement outcomes (a, b) for A and B such that the joint probability dis-
tribution Pr(A = a, B = b||ψ〉) under any state |ψ〉 correctly predicts the marginal
probability distributions14 of both A and B according to the Born rule:

13 The second equality follows since 〈ψ|Cψ〉 is real for any Hermitian operator C (see Proposition
A.5).
14 The marginal (probability) distribution gives the local probability distribution of a subset of
random variables (physical quantities) without reference to other random variables. For instance,
with the joint probability distribution Pr(A = a, B = b) of A and B, the marginal distribution
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∑
b

Pr(A = a, B = b||ψ〉) = 〈ψ|Paψ〉,
∑

a

Pr(A = a, B = b||ψ〉) = 〈ψ|Qbψ〉,
(5.18)

where Pa and Qb are eigen-projections of A and B belonging to eigenvalues a and b,
respectively. Notice that the simultaneous measurement does not necessarily mean
the measurement with a temporal simultaneity.

As the following proposition shows, two commutative physical quantities are
simultaneously measurable in the sense described above:

Proposition 5.2 Commutative physical quantities A and B can be simultaneously
measurable such that the joint probability distribution under a state |ψ〉 is given by

Pr(A = a, B = b||ψ〉) = 〈ψ|Pa Qbψ〉, (5.19)

where Pa and Qb are eigen-projections of A and B belonging to eigenvalues a and
b, respectively.

Before giving the proof, we first see a simple fact about the measurement of a
function of a physical quantity, which is implied by Precondition (5.4) (see Appendix
A.3.7 for the function of operators):

Proposition 5.3 For any physical quantity A and any real function f (provided
that the range includes σ(A)), the measurement of f (A) can be performed by the
measurement of A by outputting f (a) if the measurement outcome of A is a.

For example, one can measure f (A) = A2 by measuring A and square the outcome
as its output.

Proof Fix an arbitrary state |ψ〉 and let A =∑
a a Pa be the spectral decomposition

of A. Noting that f (A) = ∑
a f (a)Pa , eigenvalues of f (A) are given by {b :=

f (a)}a∈σ(A) with the corresponding eigen-projections Qb = ∑
a; f (a)=b Pa .15 By

the Born rule, we have Pr( f (A) = b | |ψ〉) = 〈ψ|Qbψ〉 = ∑
a; f (a)=b〈ψ|Paψ〉.

However, this is nothing but the probability given by the measurement of A which
outputs b = f (a). Since |ψ〉 is arbitrary, the measurement of f (A) and the latter
measurement are identified by Precondition (5.4). �

Based on this fact, we show Proposition 5.2 by constructing a simultaneous mea-
surement satisfying (5.18).

Proof of Proposition 5.2 Since Hermitian operators A and B are commutative,
there exist a Hermitian operator C and real functions f and g such that A = f (C)

(Footnote 14 continued)
of A is calculated as

∑
b Pr(A = a, B = b) by the sum rule of the probability for mutually

exclusive events: If events E1 and E2 are mutually exclusive, i.e., if one of the occurrence implies
non-occurrence of other events, then the probability Pr(E1 ∪ E2) for the sum event E1 ∪ E2 is the
sum of the probabilities Pr(E1) and Pr(E2).
15 Note that we have to collect up all the eigenvalues a satisfying b = f (a) for the case where f
is not injective.
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and B = g(C).16 From Proposition 5.3, the measurements of A and B can be
simultaneously performed by measuring C and outputting f (c) and g(c), respec-
tively.

By means of this measurement, the joint probability is given by Pr(A = a, B =
b||ψ〉) =∑

c;a= f (c),b=g(c) Pr(C = c||ψ〉). Let C =∑
c cRc be the spectral decom-

position of C . Noting that Pa = ∑
c;a= f (c) Rc, Qb = ∑

c;b=g(c) Rc and ortho-
normal condition Rc Rc′ = δcc′Rc, we obtain

∑
c;a= f (c),b=g(c) Pr(C = c||ψ〉) =∑

c;a= f (c),b=g(c)〈ψ|Rcψ〉 = ∑
c;a= f (c)

∑
c′;b=g(c′)〈ψ|Rc Rc′ψ〉 = 〈ψ|Pa Qbψ〉.

Notice finally that this equation satisfies condition (5.18) by the completeness con-
ditions

∑
a Pa =∑

b Qb = I . �

We will come back to the general problem on the simultaneous measurability
in Sect. 5.3.1. It will be shown that the converse of Proposition 5.2 is also true, i.e.,
non-commutative physical quantities cannot be simultaneously measured. Moreover,
the joint probability of any simultaneous measurement of commutative physical
quantities A and B is given by (5.19).

In the field of quantum information, the problem to distinguish (unknown) states
is often discussed in several contexts such as quantum cryptography. The following
proposition provides the basis for the general problem:

Proposition 5.4 Unknown orthogonal states |ψi 〉 (i = 1, . . . , n)are distinguishable
with probability 1 in one-time measurement (a single-shot measurement).

Proof Let H be an associated Hilbert space with dimension d. Since {|ψ j 〉}nj=1 forms
an orthonormal system, one can supplement appropriate additional orthonormal sys-
tem {|ψ j 〉}dj=n+1 to form an orthonormal basis together (see Exercise A.6). Then, a

basis measurement of {|ψ j 〉}dj=1, i.e., a measurement of a non-degenerate physical
quantity with these eigenvectors, clearly distinguishes states |ψi 〉 (i = 1, . . . , n).
Indeed, the probability to get the j th output of this measurement under a state |ψi 〉
is |〈ψ j |ψi 〉|2 = δi j . Therefore, in the situation where the unknown state is one of
|ψi 〉 (i = 1, . . . , n), we can correctly judge that the state was |ψ j 〉 where j is the
measurement outcome. �

In Sects. 5.3.1 and 8.2, we will again discuss the general problem on the states-
distinguishability.

5.2.2 Time Evolution

The second postulate of QM is about the time evolution in quantum systems.

16 By Proposition A.8, there exists an ONB {|φi 〉}which simultaneously diagonalizes A and B: A =∑d
i=1 ai |φi 〉〈φi |, B = ∑d

j=1 b j |φ j 〉〈φ j |. Letting ci (i = 1, . . . , d) be all distinct real numbers,
define a Hermitian operator C by C := ∑

i ci |φi 〉〈φi |. By choosing real functions f and g such
that ai = f (ci ), bi = f (ci ) (i = 1, . . . , d), we have A = f (C) and B = g(C).

http://dx.doi.org/10.1007/978-3-662-43502-1_8
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[Postulate 2] A time evolution in an isolated quantum system is governed by
the Schrödinger equation:

i�
d

dt
|ψt 〉 = H |ψt 〉, (5.20)

where |ψt 〉 is a quantum state at time t ∈ R, H is the Hamiltonian, and � is the
reduced Planck constant.

A Hermitian operator H in (5.20) is called the Hamiltonian (operator) which
represents the energy of the quantum system. The reduced Planck constant � 

1.054×10−34 [Js] is the physical constant which determines the typical scale where
quantum mechanical effects appear. However, as it does not play a proactive role in
the theoretical structure of QM, we will not explicitly write � by adopting a physical
unit such that � = 1 in the following.

With the time evolution operator Ut := exp(−i Ht), we have the formal solution
of Schrödinger equation:

|ψt 〉 = Ut |ψ0〉. (5.21)

One can easily check that (5.21) satisfies (5.20) by differentiating |ψt 〉 := exp(−i Ht)
|ψ0〉 with respect to t and using d

dt exp(−i Ht) = −i H exp(−i Ht). Letting H =∑
h h Ph be the spectral decomposition of H , we have Ut = exp(−i Ht) =∑
h exp(−iht)Ph . By this expression, it is easy to show the unitarity conditions

UtU
†
t = U †

t Ut = ∑
h Ph = I . Therefore, the time evolution operator Ut is always

a unitary operator.
In quantum information science, we are often interested in the discrete time evo-

lution describing the state change from the initial time to the final time. In that case,
it is preferable to deal with the time evolution by the time-evolution map

|ψ0〉 �→ |ψt 〉 = Ut |ψ0〉, (5.22)

which maps an initial state |ψ0〉 to the final state |ψt 〉. This is nothing but the unitary
evolution explained in Chap. 2.

Postulate 2 does not necessarily require that all unitary evolutions correspond to
physically realizable time evolutions. However, in this book (and usually in the field
of quantum information science), we also assume that for any unitary operator the
time evolution (5.22) is physically realizable.

5.2.3 Composite Systems

The final postulate of QM describes the way to composite quantum systems.
According to postulate 1, any quantum system is associated with an intrinsic Hilbert

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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space to theoretically describe the physics. Thus, the composite quantum system
should also have its own Hilbert space. Postulate 3 describes the way to construct
the Hilbert space for the composite system from Hilbert spaces associated with the
subsystems.

[Postulate 3] Let S12 be the composite system of quantum systems S1 and
S2 with Hilbert spaces H1 and H2, respectively. Then, the associated Hilbert
space of S12 is the tensor product Hilbert space H1⊗H2. A physical quantity
of S1 represented by a Hermitian operator A1 on H1 is identified with the
physical quantity of S12 represented by A1 ⊗ I2 on H1⊗H2, where I2 is the
identity operator on H2. The same identification follows for A2 of S2 and
I1⊗ A2 of S12.

Based on Postulate 3, all the physics on the composite quantum systems are
described with Postulates 1 and 2 on H = H1⊗H2. For instance, a composite
state is represented by a unit vector on H1⊗H2 and a physical quantity is repre-
sented by a Hermitian operator on H1⊗H2 with the Born rule. In addition to these
representations, it is important to recognize the physical relations between the com-
posite system and subsystems. In particular, a local physical quantity A1 of H1 (resp.
A2 of H2) is identified with physical quantity the A1⊗ I2 (resp. I1⊗ A2) on H1⊗H2.
By using this, the composite state

|ψ ⊗ φ〉 := |ψ〉 ⊗ |φ〉 (5.23)

with states |ψ〉 and |φ〉 of S1 and S2 is naturally interpreted as a state where the
local states of S1 and S2 are |ψ〉 and |φ〉, respectively. To see this, let us consider
an arbitrary local measurement of a physical quantity A1 = ∑

a a Pa of S1 under
the composite state (5.23). As A1 is represented by A1 ⊗ I2 on H1⊗H2 with the
spectral decomposition

∑
a a(Pa ⊗ I2), the probability to obtain an outcome a is

Pr(A1 ⊗ I2 = a||ψ〉 ⊗ |φ〉) = 〈ψ ⊗ φ|(Pa ⊗ I2)ψ ⊗ φ〉 by the Born rule on the
composite system. However, by 〈φ|φ〉 = 1, this probability coincides with 〈ψ|Paψ〉,
which is the probability distribution of the measurement of A1 under the state |ψ〉.
As A1 is arbitrary, the state (5.23) is locally in the state |ψ〉 of S1. Similarly, one can
show that the state is locally in |φ〉 of S2.

A composite state of the form (5.23) is called a product state. In general, however,
there exists a composite state which cannot be written in this form (see Example
2.5). A quantum state which cannot be written in the form (5.23) is called an. It turns
out that an entangled state has a stronger correlation among subsystems than any
correlation appearing in classical physics (see the footnote 31 in Sect. 2.3.3). For this
strong correlation, an entangled state plays a crucial role in quantum information
processings which go beyond the classical information processings. The general
properties and applications of an entangled state will be explained in Chap. 6 in
detail.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Notice that local operators A of S1 and B of S2 correspond to A⊗ I2 and I1⊗B
on the composite system and thus are commutative. Consequently, by Proposition
5.2, we can simultaneously measure A and B such that the joint probability under a
state |ψ〉 ∈ H1⊗H2 is given by

Pr(A = a, B = b||ψ〉) = 〈ψ|(Pa ⊗ I2)(I1⊗Qb)ψ〉 = 〈ψ|Pa ⊗ Qbψ〉, (5.24)

where Pa and Qb are eigen-projections of A and B. We naturally assume the follow-
ing precondition:

In composite system of S1 and S2, a simultaneous measurement

of A of S1 and B of S2 can be performed by locally measuring them.

The time ordering of the local measurements does not affect

the joint probability distribution. (5.25)

5.2.4 Comment on the Measurement Process:
State-Changes due to Measurements

As we have seen in Sect. 2.3.2, a measurement on a quantum system generally causes
a state-change, and we have called it a measurement process. Although in many
text books this measurement effect is assumed as one of the Postulates of QM,
we do not include any kind of postulates for a measurement process. Indeed, the
post-measurement states are naturally explained from Postulates 1–3 combined with
some natural preconditions (see the footnote 6). As the rule of the measurement
process will be derived from other Postulates in Sect. 5.3.4, we rather discuss here
a plausible interpretation which attributes this measurement effect to the acquisition
of information, and show that it is difficult to adopt such idea.

A typical measurement process is the projective measurement: If we measure a
non-degenerate physical quantity A under a state |ψ〉 and get an outcome a, then the
post-measurement state becomes the eigenstate |φa〉 belonging to the eigenvalue a:

|ψ〉 got a�−→ |φa〉. (5.26)

The measurement of a non-degenerate physical quantity accompanied by the mea-
surement process (5.26) is called the von Neumann’s projective measurement.
The natural generalization to include a degenerate physical quantity is given by the
so-called Lüders’ rule:

|ψ〉 got a�−→ Pa |ψ〉/||Pa |ψ〉||, (5.27)

where Pa is the eigen-projection belonging to the eigenvalue a.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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What is the cause for the state-change of the measurement? A seemingly appeal-
ing idea to interpret the cause is to attribute the state-change to the acquisition of
information. Indeed, such a state-change happens even in the classical probability
theory. For instance, suppose that we have a dice (of the form of a regular hexahe-
dron) inside a closed black box. Before opening the box, we may describe the state
of the dice by the probability distribution p = (1/6, 1/6, 1/6, 1/6, 1/6, 1/6) for
each spots 1–6 of the dice. However, after opening the box and observing that the
dice has a spot 1, we redescribe the state of the dice by the probability distribution
p′1 = (1, 0, 0, 0, 0, 0), since we have confirmed that the spot 1 is certainly pointing
upward. This “measurement process” of the dice can be formalized by

p
got spot i�−→ p′i ,

where p′i is the probability distribution with probability 1 for i th spot. This fact
indicates the idea that a state-change in probabilistic theories is naturally explained by
the acquisition of information, provided that the state is dependent on the knowledge
of observers. One might be interested in interpreting measurement processes of QM
in the same way.

To proceed this idea in QM, consider a measurement of a physical quantity A
in a quantum system. In the same manner as in the discussion of a dice, the post-
measurement state after observing a measurement outcome a should be a state such
that a physical quantity “have” the value a with certainty. From the operational point
of view, it is a state which predicts the outcome a with probability 1 if the same
measurement of A is performed. This is nothing but a deterministic state discussed
in Sect. 5.2.1, which is an eigenstate of A belonging to the eigenvalue a by Propo-
sition 5.1. Consequently, the post-measurement state is an eigenstate of A, which is
consistent with the projective measurement.

So far the same as in the state change of dices. However, we have to recognize that
it becomes quite weird if we also consider measurements of other physical quantities
as well. To understand this, remind that a deterministic state for one physical quantity
is not necessarily deterministic for another physical quantity (see Sect. 5.2.1). There
even exist complementary physical quantities A and B, each of deterministic state is
most random state to each other. Therefore, a measurement of A with which the state
changes to the deterministic state of A causes an inevitable disturbance for another
physical quantity B. What is peculiar to QM, not seen in classical physics, lies in
this point. This property makes it difficult to attribute the cause of state-change in
quantum systems just to the acquisition of information.

Notice, however, that in the above discussion, we have implicitly assumed the
following:

If we measure a physical quantity A and get an outcome a,

and if we measure the same A immediately after the first measurement,

we will get the same outcome a with probability 1. (5.28)
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This assumption is sometimes called the repeatability hypothesis, which is often
assumed for granted in physics community (see e.g. [9]). It should be emphasized
here that there exists measurement processes which do not satisfy the repeatability
hypothesis but still physically realizable (see Sect. 5.3.4).

Important thing here is that such a hypothesis can determine the characteristic
of the measurement processes from the operational point of view. For instance,
by assuming the repeatability hypothesis for the measurement of a non-degenerate
physical quantity, the post-measurement state is uniquely determined to the eigenstate
by Proposition 5.1. Namely, von Neumann’s projective measurement is operationally
derived from the repeatability hypothesis.

5.3 Reformulation of Quantum Mechanics

In this section, we introduce the second formulation of QM explained in the begin-
ning of this chapter. Through the reformulation, we will clarify the most general
states (Sect. 5.3.1), measurements (Sect. 5.3.2), time evolutions (Sect. 5.3.3), and
measurement-processes (Sect. 5.3.4) in a fixed quantum system under the presence of
other quantum systems. These will be summarized as Formulations 1–4 comparing
Postulates 1–3.

5.3.1 General Class of Quantum States

According to Postulate 1, a quantum state is represented by a unit vector of the
associated Hilbert space with the quantum system. However, this does not mean that
a physically realizable state is limited to a state described by a unit vector if we
consider possible operations in the preparation of the state. These operations include
the probabilistic mixture of states and also the restriction of our interest to a particular
physical subsystem. In this subsection, we show that such operations broaden the
set of quantum states to the set strictly wider than the set of states described by unit
vectors. After clarifying the most general class of quantum states, we introduce the
useful mathematical representation of quantum states by means of density operators.

5.3.1.1 Probabilistic Mixture of States

In a stage of a state-preparation, it is operationally legitimate to probabilistically
prepare a state from some sets of states. We should be able to describe this situation
by a particular state with which the statistics of any measurement under the situation
can be predicted (Remind the operational definition of a state in Sect. 2.2.1). Such a
probabilistic method is called a probabilistic mixture of states. The resultant state
generally cannot be described by any unit vector of the associated Hilbert space.
Namely, the probabilistic mixture of states broadens the set of possible quantum
states based on Postulate 1. To see this, let us begin with some example in a qubit
system.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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To realize a simple probabilistic mixture of states, we shall use a fair coin with
probability 1/2 for both tail and head.17 By tossing the coin, if we get a tail then
we prepare the state |0〉 = (1, 0)T , while if we get a head then we prepare the state
|1〉 = (0, 1)T . Let us denote the state by s. Notice here, (and also in the following
when discussing the probabilistic mixture of states), we assume an observer who
knows that the state is probabilistically prepared in the above mentioned way but
does not know the result of the coin tossing. In the following, we will see that the
state s for the observer cannot be described by any unit vector in C

2.
For this purpose, it is important to recognize that the probability in the Born rule

can be considered as a conditional probability18 given a state. With this view, we can
rewrite the Born rule by

〈ψ|Paψ〉 = Pr(A = a | |ψ〉) = Pr(“A = a” ∩ |ψ〉)
Pr(|ψ〉) , (5.29)

where Pr(|ψ〉) is the probability to prepare the state |ψ〉 and Pr(“A = a” ∩ |ψ〉) is
the joint probability that the measurement outcome of A is a and the state is |ψ〉.

We now consider an arbitrary basis measurement M = {|φ0〉, |φ1〉} (a measure-
ment of non-degenerate physical quantity) under the state s. Noting that the events
to prepare the state |0〉 and the state |1〉 are mutually exclusive, we can use the sum
rule (see footnote 14) as

Pr(M = j |s) = Pr(“M = j” ∩ |0〉)+ Pr(“M = j” ∩ |1〉). (5.30)

Using (5.29) and the Born rule (5.11) for the basis measurement M , we have

Pr(“M = j” ∩ |i〉) = Pr(|i〉)Pr(M = j ||i〉) = 1

2
|〈φ j |i〉|2 (i = 0, 1),

where we have used Pr(|i〉) = 1/2 (i = 0, 1), which are the probabilities given by
the coin tossing. Therefore we obtain

Pr(M = j |s) = 1

2
|〈φ j |0〉|2 + 1

2
|〈φ j |1〉|2 = 1

2
||φ j ||2 = 1

2
( j = 0, 1). (5.31)

(The second equality follows from the completeness condition of {|0〉, |1〉}.) Since
M is an arbitrary basis measurement, the state s is the one which predicts the uniform

17 For those who are not satisfied with using classical probabilistic events in the theory of QM, just
replace a coin to some qubit system in a state, say |+〉 = 1√

2
(1, 1)T , and measure a computational

basis {|0〉, |1〉} to get probabilities 1/2.
18 Remind that a probability under a certain conditioning of an event is called a conditional prob-
ability . Under a conditioning event B with non-zero probability Pr(B), the conditional probability
of A given B, denoted by Pr(A|B), is defined by Pr(A|B) := Pr(A∩B)

Pr(B) , where Pr(A∩ B) is the joint
probability of A and B.
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probability distribution {1/2, 1/2} for all basis measurements. However, it is easy to
show that there are no unit vectors in C

2 to reproduce such probability distributions.19

The above simple example shows that the operation of probabilistic mixtures
broadens the set of quantum states so that it contains states that cannot be described
by Postulate 1. In the following, we call a state described by a unit vector a pure
state, while an enlarged state, as exemplified by probabilistic mixtures, is called a
mixed state. Alternatively, a pure state is called a vector state to emphasize that it
is described by a vector.

Note that the probabilistic mixtures of states naturally appear in statistical physics
both in classical20 and quantum physics, especially when dealing with a physical
system consisting of a vast numbers of particles. In such cases, it is practically
impossible to know the pure state (even in reality the system is in a pure state),
and we inevitably use the probabilistic mixture of states by putting an appropriate
probability distribution on the set of pure states. A typical example of a mixed state
both in classical and quantum physics is a thermal equilibrium state.

It should be noticed that the origin of a mixed state from the probabilistic mixture
lies in the absence of information of the observer. Indeed, even in the above example
with a coin tossing, if the observer knows the result of the coin tossing, the state is
described by a unit vector, either |0〉 or |1〉. We will see, however, another origin of
mixed states exists which is peculiar to quantum physics (see Sect. 5.3.1.5).

5.3.1.2 The Density Operator

In this part, we introduce the useful state-representation by means of the density
operator to describe both pure and mixed quantum states. Consider a quantum state
s in an arbitrary quantum system which is prepared as a probabilistic mixture by
preparing a state |ψi 〉 ∈ H with a probability pi (i = 1, . . . , n). Note that this
situation includes a pure state in the case n = 1. A possible representation of such
a state is to explicitly write all information of states |ψi 〉 and the probability pi . For
instance, we can denote the state s by

s = {pi ; |ψi 〉}ni=1 (or s = {p1, . . . , pn; |ψ1〉, . . . , |ψn〉}). (5.32)

However, such notation has a certain defect of the non-uniqueness in a state
representation. To understand this, let us again consider the qubit system. Let s1
be a mixed state by preparing states |0〉 or |1〉 with probabilities 1/2, and let s2 be
a mixed state by preparing states |+〉 or |−〉 with probabilities 1/2. (Remind that

19 One can show this by contradiction. Suppose that s is described by some unit vector |ξ〉 ∈ C
2.

Let |ξ〉⊥ be an orthogonal vector to |ξ〉 so that {|ξ〉, |ξ〉⊥} forms an ONB of C
2. Then, the basis

measurement {|ξ〉, |ξ〉⊥} under state |ξ〉 gives a contradiction: The probability to get the outcome
corresponding to |ξ〉 is |〈ξ|ξ〉|2 = 1, which is inconsistent with (5.31).
20 In classical mechanics, a pure state is described by positions and momentums of the particles,
namely a point in the phase space. A mixed state is described by a probability distribution on the
phase space.
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|±〉 := 1√
2
(1,±1)T = 1√

2
(|0〉 ± |1〉).) If we use the notation (5.32), s1 and s2 are

differently denoted as s1 = {1/2, 1/2; |0〉, |1〉} and s2 = {1/2, 1/2; |+〉, |−〉}. How-
ever, as is easily shown, s1 and s2 are statistically equivalent and should be identified
according to the preposition (5.3). Indeed, for the measurement of an arbitrary phys-
ical quantity A = ∑

a a Pa , we have Pr(A = a|s2) = 1
2 〈+|Pa |+〉 + 1

2 〈−|Pa |−〉 =
1
2 〈0|Pa |0〉 + 1

2 〈1|Pa |1〉 = Pr(A = a|s1).21

In order to get rid of the non-uniqueness defect, we usually use other represen-
tation. Consider a measurement of a physical quantity A = ∑

a a Pa under a state
s = {pi ; |ψi 〉}ni=1 in an arbitrary quantum system. Then, the probability to obtain an
outcome a is given by

Pr(A = a | s) =
∑

i

pi Pr(A = a | |ψi 〉) =
∑

i

pi 〈ψi |Paψi 〉. (5.33)

This follows in the same manner as in the derivation of (5.31) and using the Born
rule (5.9). We now introduce the linear operator ρ defined by

ρ :=
n∑

i=1

pi |ψi 〉〈ψi |. (5.34)

By using the linearity of the trace operation (see Appendix A.3.8) and Exercise 5.4
below, we have

∑
i pi 〈ψi |Paψi 〉 = ∑

i pi Tr(Pa |ψi 〉〈ψi |) = Tr(Paρ). Therefore,
(5.33) can be rewritten as

Pr(A = a | s) = Tr(Paρ) = Tr(ρPa). (5.35)

(For the final equality, remind the cyclic property of the trace operation: Tr AB =
Tr B A.)

The operator (5.34) can physically represent a state s = {pi ; |ψi 〉}ni=1 because it
can predict the probability distribution of an arbitrary physical quantity by (5.35).
The operator (5.34) is called a density operator (or a density matrix, a statis-
tical operator) which represents a state s = {pi ; |ψi 〉}. Important thing is that
the use of density operator can resolve the non-uniqueness defect as follows: Con-
sider two states s = {pi ; |ψi 〉}ni=1 and s′ = {p′j ; |ψ′j 〉}mj=1 with the correspond-
ing density operators ρ = ∑

i pi |ψi 〉〈ψi | and ρ′ = ∑
j p′j |ψ′j 〉〈ψ′j |. Let states s

and s′ are statistically equivalent so that an arbitrary physical quantity A satisfies
Pr(A = a | s) = Pr(A = a | s′). By (5.35), it follows that Tr(Paρ) = Tr(Paρ

′)
for any eigen-projection Pa , and thus we obtain ρ = ρ′.22 Conversely, if ρ = ρ′, we

21 To obtain the second equality, one can substitute |±〉 = 1√
2
(|0〉 ± |1〉). Alternatively, just use

the arbitrariness of ONBs in the definition of the trace operation: Tr Pa = 〈0|Pa |0〉 + 〈1|Pa |1〉 =
〈+|Pa |+〉 + 〈−|Pa |−〉 (see Appendix A.3.8).
22 By putting A = |ψ〉〈ψ| with an arbitrary |ψ〉 ∈ H, we have 〈ψ|ρψ〉 = Pr(A = 1|ρ) = Pr(A =
1|ρ′) = 〈ψ|ρ′ψ〉. From Proposition A.3-(ii), we have ρ = ρ′.
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have Pr(A = a | s) = Tr(Paρ) = Tr(Paρ
′) = Pr(A = a | s′) from (5.35), and thus

s and s′ are statistically equivalent. (See also Exercise 5.5.)
Note that the density operator representing a pure state s = {1; |ψ〉} is a one-

dimensional projection operator

ρ = |ψ〉〈ψ|. (5.36)

Different from the state representation by a unit vector, a phase indefiniteness of
a state is also resolved in the density operator representation.23 A vector |ψ〉 to
represent a pure state is sometimes called a state vector.

We have shown that a density operator can uniquely represent both pure and mixed
quantum states. In the following, we use a state-representation by means of density
operators. The probability rule by (5.35) is a generalization of the Born rule (5.9)
and is also called the Born rule for density operators.

Exercise 5.4 For any A ∈ L(H) show that

Tr(A|ψ〉〈φ|) = 〈φ|Aψ〉 ∀|ψ〉, |φ〉 ∈ H . (5.37)

In particular, by putting A = I , we have Tr(|ψ〉〈φ|) = 〈φ|ψ〉.
Exercise 5.5 Show that the corresponding density operators for states
s1 = {1/2, 1/2; |0〉, |1〉} and s2 = {1/2, 1/2; |+〉, |−〉} are both 1

2 I .

5.3.1.3 Properties of the Density Operator

In the preceding part, we have introduced a density operator (5.34) in a way to
represent a state s = {pi ; |ψi 〉}ni=1. In this part, we give the mathematical definition
of a density operator by extracting the essence of the operator of the form (5.34).

For any mixed (including pure) state {pi ; |ψi 〉} prepared by probabilistic mix-
tures, the corresponding density operator ρ = ∑

i pi |ψi 〉〈ψi | satisfies the fol-
lowing two properties: (i) ρ ≥ 0 (positivity) and (ii) Tr ρ = 1. (See Appendix
A.3.5 for the positivity of operators.) Indeed, for an arbitrary vector |ξ〉 ∈ H,
we have 〈ξ|ρξ〉 = 〈ξ|(∑i pi |ψi 〉〈ψi |)ξ〉 = ∑

i pi |〈ξ|ψi 〉|2 ≥ 0. Also, we have
Tr ρ = Tr(

∑
i pi |ψi 〉〈ψi |) =∑

i pi 〈ψi |ψi 〉 =∑
i pi = 1 by using Exercise 5.4 and

the linearity of the trace operation.
Importantly, the converse is also true in the sense that any linear operator sat-

isfying (i) and (ii) corresponds to a physically realizable density operator. To see
this, let ρ ∈ L(H) satisfies (i) and (ii). Then, by (i), ρ is a Hermitian operator with
non-negative eigenvalues qi ≥ 0 (i = 1, . . . , d) (see Proposition A.7), and thus
have an eigenvalue decomposition ρ =∑d

i=1 qi |φi 〉〈φi |. On the other hand, we have
1 = Tr ρ = ∑

i qi by (ii). Noting that {qi }di=1 forms a probability distribution, the

23 For unit vectors |ψ〉 and |φ〉 such that |φ〉 = eiθ|ψ〉, the corresponding density operators are the
same: |φ〉〈φ| = eiθ|ψ〉〈ψ|e−iθ = |ψ〉〈ψ|.
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linear operator ρ can be physically realized as the density operator representing the
state s = {qi ; |φi 〉}di=1.24

Consequently, we have obtained the mathematical definition of the density oper-
ator by a linear operator on a Hilbert space H satisfying properties (i) and (ii):

ρ : density operator⇔ (i) ρ ≥ 0, (ii) Tr ρ = 1. (5.38)

Combining with the Born rule (5.35), a density operator represents a general quantum
state. Namely, by measuring a physical quantity A = ∑

a a Pa under a density
operator ρ, we get an outcome a such that the probability is given by Tr(ρPa).

Similarly as in the case of pure states (unit vectors), we can calculate statistical
quantities such as expectation values and variances of physical quantities under
general quantum states. Under a density operatorρ, the expectation value of a physical
quantity A = ∑

a a Pa is given by Eρ[A] := ∑
a aPr(A = a|ρ) = ∑

a a Tr ρPa =
Tr(ρ(

∑
a a Pa)) = Tr(ρA):

Eρ[A] = Tr(ρA) = Tr(Aρ). (5.39)

Similarly, we have the formula for the variance

Vρ[A] = Tr(ρA2)− (Tr(Aρ))2 = Tr(ρ(A − Eρ[A] I )2). (5.40)

Similar to the case of pure states, these quantities can be computed using only A
without solving the eigenvalue problem.

Exercise 5.6 Show that ρ =
( 1

2 − 1
6− 1

6
1
2

)
is a density operator on a qubit system.

Calculate the probabilities to get ±1 when measuring σx under the state ρ.

In the following, we will investigate other important properties of density opera-
tors.

Proposition 5.5 A convex combination of density operators is a density operator.
Namely, for any density operators ρ1, ρ2 and p ∈ [0, 1],

ρ := pρ1 + (1− p)ρ2 (5.41)

is a density operator. The density operator (5.41) represents a state which is prepared
by probabilistic mixtures {p, 1− p; ρ1, ρ2}.
Proof First, we show that the operatorρ in (5.41) satisfies the mathematical definition
of a density operator, namely, (i) and (ii) in (5.38): For any vector |ψ〉 ∈ H, (i)
〈ψ|ρψ〉 = p〈ψ|ρ1ψ〉 + (1− p)〈ψ|ρ2ψ〉 ≥ 0 since ρ1 and ρ2 are positive. Also, we

24 Notice that this method may not be the only preparation of ρ. As is shown later, a mixed state
has always non-unique (and indeed infinitely many) state-preparations, while a pure state has the
unique state-preparation (see Proposition 5.7).
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have (ii) Tr ρ = p Tr ρ1+(1−p)Tr ρ2 = p+(1−p) = 1 by using Tr ρ1 = Tr ρ2 = 1.
Therefore, the convex combination of density operators is a density operator.

Next, we show that the density operator ρ represents the state s = {p, 1 −
p; ρ1, ρ2}. To show this, we consider a measurement of an arbitrary physical
quantity A = ∑

a a Pa under the state s. Then, in a similar way of the deriva-
tion of (5.33), we have Pr(A = a | s) = p Tr(Paρ1) + (1 − p)Tr(Paρ2) =
Tr(Pa(pρ1 + (1 − p)ρ2)). This implies that the corresponding density operator to
represent s is ρ = pρ1 + (1− p)ρ2. �

In a similar way, a convex combination ρ :=∑n
i=1 piρi of density operators ρi (i =

1, . . . , n) with probability distribution {pi }ni=1 is shown to be a density operator
corresponding the state {pi ; ρi }. This fact implies that the set of quantum states is
not any more enlarged through probabilistic mixtures of mixed states because the
set of density operators is closed under the operation of the probabilistic mixture. In
other words, the density operators can represent all quantum states that reflects the
operation of the probabilistic mixture.

In the following, we denote by S(H) the set of all density operators:

S(H) := {ρ ∈ L(H)h | (i) ρ ≥ 0, (ii)Tr ρ = 1}, (5.42)

where L(H)h denotes the set of all the Hermitian operators on H. We shall simply
call S(H) the state space. Proposition 5.5 implies that the state space S(H) is a
convex (sub)set of the real vector space L(H)h (see Appendix A.4).

The following proposition gives some equivalent conditions to characterize a pure
state:

Proposition 5.6 For ρ ∈ S(H), the followings are equivalent:
(a) ρ is a pure state,
(b) ρ = ρ2,
(c) Tr(ρ2) = 1,
(d) The eigenvalues of ρ are {1, 0, . . . , 0},
(e) ρ is an extreme point of S(H) (see Appendix A.4).

Proof [(a)⇒ (b)] Letting |ψ〉 be a state vector of ρ, we have ρ2 = |ψ〉〈ψ||ψ〉〈ψ| =
||ψ||2|ψ〉〈ψ| = |ψ〉〈ψ| = ρ. [(b)⇒ (c)] By (ii) of (5.38), we have Tr ρ2 = Tr ρ = 1.
[(c)⇒ (d)] Using an eigenvalue decomposition ρ = ∑

i pi |φi 〉〈φi | (1 ≥ pi ≥ 0),
we get 1 = Tr ρ2 = Tr(

∑
i pi |φi 〉〈φi |)(∑ j p j |φ j 〉〈φ j |) = ∑

i, j pi p j |〈φi |φ j 〉|2 =∑
i p2

i . Assume contrary that all eigenvalues satisfy pi < 1, we have the contradic-
tion that

∑
i p2

i <
∑

i pi = 1. Therefore, pi0 = 1 for some i0 ∈ {1, . . . , d}. From∑
i pi = 1, the remaining eigenvalues are all 0. [(d)⇒ (a)] An eigenvalue decom-

position of ρ shows that ρ = |φi0〉〈φi0 | where |φi0〉 is the eigenvector belonging to
the eigenvalue 1.

[(a) ⇒ (e)] Let ρ = |ψ〉〈ψ| with a state vector |ψ〉. Assume that ρ is not an
extreme point of S(H) so that there exist density operators ρ1, ρ2( 
= ρ) ∈ S(H) and
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p ∈ (0, 1) such that ρ = pρ1+ (1− p)ρ2. Taking an inner product between |ψ〉 and
ρ|ψ〉, we have 1 = p〈ψ|ρ1ψ〉 + (1− p)〈ψ|ρ2ψ〉. Since 0 ≤ 〈ψ|ρiψ〉 ≤ 1 (i = 1, 2)
by Exercise 5.7 and 0 < p < 1, we obtain 〈ψ|ρ1ψ〉 = 1. Substituting an eigenvalue
decomposition ρ1 =∑l

i=1 qi |φi 〉〈φi | (qi > 0: removing zero-eigenvalues), we have∑l
i=1 qi |〈φi |ψ〉|2 = 1. By the Schwarz inequality |〈φi |ψ〉|2 ≤ ||φi ||2||ψ||2 = 1 and∑
i qi = 1, we have |〈φi |ψ〉| = 1 for any i = 1, . . . , l. Since the equality of the

Schwarz inequality follows, we have |φi 〉 = |ψ〉 (up to the phase indefiniteness).
Hence, ρ1 = |ψ〉〈ψ|, but this equation contradicts ρ 
= ρ1. By contradiction, we
have proved that ρ is an extreme point of S(H).

Finally, we shall show [(e)⇒ (a)] by its contraposition. Let ρ be not a pure state.
Then, from (d), we can make an eigenvalue decomposition

∑
j=1 p j |ψ j 〉〈ψ j | of

ρ such that 0 < p := p1 < 1. Then, it is easy to see that ρ1 := |ψ1〉〈ψ1| and
ρ2 := 1

1−p

∑d
j=2 p j |ψ j 〉〈ψ j | are both density operators which are distinct from ρ.

Moreover, we have ρ = pρ1 + (1− p)ρ2. Therefore, ρ is not an extreme point. �

If a state ρ can be prepared by the probabilistic mixture of states {p, 1− p; ρ1, ρ2}
such that ρ1, ρ2 are distinct from ρ and p 
= 0, 1, we say ρ can be prepared by a
nontrivial probabilistic mixture. By Proposition 5.5, this is equivalent to say that ρ
is an extreme point of S(H). Therefore, Proposition 5.6-(e) indicates the following
operational characterization of pure states:

Proposition 5.7 A quantum state is a pure state if and only if it can be prepared by
a nontrivial probabilistic mixture.

Namely, we can redefine a pure state (resp. a mixed state) by a state which cannot
(resp. can) be prepared by a nontrivial probabilistic mixture. This gives an operational
definition of a pure (and mixed) state which is valid not only for QM but also for any
probabilistic theories.

Exercise 5.7 Show that for any ρ ∈ S(H) and any unit vector |ψ〉,

0 ≤ 〈ψ|ρψ〉 ≤ 1.

Exercise 5.8 Show that for any ρ ∈ S(H),

1

d
≤ Tr(ρ2) ≤ 1. (5.43)

The lower bound is achieved if and only if ρ is the completely mixed state ρmix :=
1
d I , while the upper bound is achieved if and only if ρ is a pure state. Tr(ρ2) is called
the purity of ρ.

5.3.1.4 Bloch Vector

In Sect. 2.3.1, we have introduced the Bloch vector representation for state vectors in a
qubit system. This representation can be generalized to represent a density operator of

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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a qubit system as follows.25 The Bloch vector corresponding to the density operator
ρ in a qubit system is defined by the three dimensional real vector whose components
are expectation values of Pauli matrices (2.22):

b = (b1, b2, b3)
T := (Tr(ρσx ),Tr(ρσy),Tr(ρσz))

T ∈ R
3. (5.44)

(Remind the formula (5.39) for an expectation value). It turns out that the Bloch
vector provides a state-representation equivalent to that of a density operator in a
way to preserve the convex structure of the state space S(C2). Namely, we have
the one-to-one correspondence between a density operator and a Bloch vector in a
qubit system such that a convex combination of density operators corresponds to the
convex combination of the corresponding Bloch vectors.

We first show that the corresponding density operator to the Bloch vector is given
by

ρ = 1

2
(I +

3∑
i=1

biσi ). (5.45)

To see this, we just need a simple mathematical fact that the identity matrix σ0 := I
and Pauli matrices form an orthogonal basis of M2(C) (the set of 2 × 2 complex
matrices) in terms of the Hilbert-Schmidt inner product (Appendix A.3.8). Indeed,
the dimension of M2(C) is 4 (see Exercise A.8), and one can check the orthogonality
condition

Tr(σ jσk) = 2δ jk ( j, k = 0, 1, 2, 3) (5.46)

by the direct computation. Therefore, any 2× 2 complex matrix A has the form26

A = 1

2

3∑
j=0

Tr(Aσ j )σ j . (5.47)

Applying this equation to a density operator ρ and using Tr ρ = 1 and bi = Tr(ρσi ),
we obtain (5.45). Notice that by substituting (2.15) to the corresponding density
operator ρ = |ψ〉〈ψ|, one can easily show that (5.45) gives a generalization of the
Bloch vector given in Sect. 2.3.1.27

Equation (5.44) gives a map from a density operator to the corresponding Bloch
vector, while (5.45) gives the inverse map. From (5.44) and the linearity of the
trace operation, it is easy to see that a convex combination of density operators
ρ = pρ1 + (1 − p)ρ2 corresponds to b(ρ) = pb(ρ1) + (1 − p)b(ρ2). Therefore,

25 In this book, we introduce the Bloch vector only in a qubit system. However, one can easily
generalize the Bloch vector in arbitrary d-level quantum systems [14, 15].
26 Take the inner product between σi (i = 0, 1, 2, 3) and A = ∑3

j=0 x jσ j (the expansion of A

with respect to the basis) and use condition (5.46) to get xi = 1
2 Tr(Aσi ).

27 By putting ρ = |ψ〉〈ψ| with the parametrization (2.15), one can get b1 = sin θ cosφ, b2 =
sin θ sin φ, b3 = cos θ, which give the polar coordinates of b.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
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the Bloch vector b(ρ) can be interpreted to be a state prepared by the probabilistic
mixture {p, 1− p;b(ρ1),b(ρ2)} as in the case of a density operator.

The set of Bloch vectors B(R3), which is the image of S(C2) of the map (5.44),
has a simple geometrical structure. First, it is a convex subset of R

3 because S(C2)

is a convex set and the map (5.44) preserves the convex structure. In fact, B(R3) can
be shown to be a unit ball in R

3.
To show this, we need to find the condition that the operator ρ in (5.45) is a

density operator (i.e., conditions (i) and (ii) in (5.38)). Since Tr σ0 = 2 and Tr σi =
Tr σiσ0 = 0 (i = 1, 2, 3) by (5.46), one of the conditions (ii) Tr ρ = 1 is already
satisfied. Moreover, as σi (i = 0, . . . , 3) are all Hermitian, so is any operator ρ
in (5.45) for any b ∈ R

3. Thus, the condition (i) reduces to the non-negativity
of the eigenvalues. However, by Exercise 5.9 and Tr ρ = 1, the non-negativity of
eigenvalues is equivalent to the inequality Tr ρ2 ≤ 1 (see also Exercise 5.8). By the
direct computation using (5.45) and (5.46), we get Tr ρ2 = 1

2 (1+|b|2), and we have
Tr ρ2 ≤ 1⇔ |b| ≤ 1. Consequently, we obtain that the set of all the Bloch vectors is
a unit ball {b ∈ R

3 | |b| ≤ 1}, which is called the Bloch ball. Notice that, as we have
already seen in Sect. 2.3.1, the set of pure states corresponds to the surface of the Bloch
ball (see Fig. 2.2). One can understand this fact by noting that the set of extreme points
of a ball corresponds to the surface and that Bloch vector representation preserves
the convex combination of the density operator. Alternatively, one can use the fact
that a density operator ρ is pure if and only if Tr ρ2 = 1 (see Exercise 5.8) and
Tr ρ2 = 1⇔ |b| = 1.

One of the advantages to use the Bloch vector representation is that the components
of the Bloch vector are expectation values, which can be directly determined by
experiments. In particular, the Bloch vector (as experimental data) gives a way to
determine an unknown quantum state through (5.45). In general, the way to determine
the corresponding quantum state using experimental data (such as expectation values
and probability distributions) is called the quantum (state) statistical inference [16]
or the quantum (state) tomography.

Exercise 5.9 Show that all the eigenvalues of 2 × 2 Hermitian matrix A are non-
negative if and only if Tr A ≥ 0 and (Tr A)2 − Tr(A2) ≥ 0.

5.3.1.5 Reduced States

So far, we have treated only the operation of a probabilistic mixture of states. In this
part, we introduce another important operation by simply restricting our interest from
a system to its subsystem. Remarkably, this natural operation also enlarges the set of
quantum states from the set of pure states. Before giving the general discussion, let us
see a simple example of this fact. Let S and E be both qubit systems, and let the state
of the composite system of S+E be the entangled state |ψ〉 in (2.33). To see the nature
of the local state s of the subsystem S from the total state |ψ〉, consider an arbitrary
basis measurement M = {|φ0〉, |φ1〉} of S, where the corresponding physical quantity
on the composite system S+E is A⊗ IE = (0|φ0〉〈φ0| + 1|φ1〉〈φ1|)⊗ IE according

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
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to Postulate 3. By the Born rule, the probability to obtain an outcome j = 0, 1 is
given by

Pr(M = j |s) = Pr(A ⊗ IE = j ||ψ〉) = 〈ψ|(|φ j 〉〈φ j | ⊗ IE)ψ〉
= 1

2
(〈00| + 〈11|)(|φ j 〉〈φ j | ⊗ IE)(|00〉 + |11〉)

= 1

2
|〈φ j |0〉|2 + 1

2
|〈φ j |1〉|2 = 1

2
. (5.48)

The probability is exactly the same as in (5.31), which has been shown not to be
described by any unit vector of C

2. That is, the restriction introduces a state different
from a pure state in Postulate 1. (See also Exercise 5.11 below). In the following,
however, we show that any state produced by the restriction can still be described
by density operators. Therefore, we can conclude that a density operator describes
a general quantum state introduced by both operations of the probabilistic mixture
and the restriction of our interest.

In the following, let S be a subsystem in which we are interested and let E be the
remaining subsystem so that the composite system S+E composes the total system.
We call S the system of interest and E an environment (system). Let HS,HE
be Hilbert spaces associated with systems S and E, respectively. Remind that the
associated Hilbert space with the composite system S+E is the tensor product space
HSE := HS⊗HE (Postulate 3). The local state will be called the reduced state.
From the operational point of view, the reduced state of S should be defined in a
way to have the ability to predict probability distributions for the measurements of
arbitrary physical quantities of S. In the theory of classical probability, the reduced
state is described by the marginal probability distribution (see the footnote 14).

To describe a reduced state of a quantum system, we need to introduce the partial
trace operation TrE over the space HE as a linear map:

C =
∑

j

A j ⊗ B j ∈ L(HSE)→ TrE C :=
∑

j

(Tr B j )A j ∈ L(HS). (5.49)

Notice here that any linear operator C on HS⊗HE can be written by the form
C = ∑

j A j ⊗ B j with some linear operators A j ∈ L(HS), B j ∈ L(HE) (see
Appendix A.5.2). Rigorously speaking, we should also show that the mapping in
(5.49) does not depend of the decompositions of C = ∑

j A j ⊗ B j for the well-
definedness, which will be shown in the solution of Exercise 5.10-(1).

Exercise 5.10 Show properties (1)–(4) below on the partial trace:

(1) The definition of the partial trace is equivalent to the following: For any C ∈
L(HSE), TrE C is defined as the linear operator on HS which is characterized by

∀|ψ〉, |φ〉 ∈ HS, 〈ψ|(TrE C)φ〉 :=
∑

k

〈ψ ⊗ ek |C |φ⊗ ek〉, (5.50)

where {|ek〉}k is an arbitrary ONB of HE.
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(2) For any A ∈ L(HS),C ∈ L(HSE),

Tr(A ⊗ IE C) = Tr(A(TrE C)),

where Tr on the left (resp. right) hand side is the trace operation on HSE (resp.
HS).

(3) For any positive operator C ∈ L(HSE), TrE C ∈ L(HS) is also positive.
(4) (Linearity) For any C1,C2 ∈ L(HSE) and α,β ∈ C,

TrE(αC1 + βC2) = α(TrE C1)+ β(TrE C2).

In the following, in order to indicate the underlying Hilbert space of the trace oper-
ation, we often denote a usual trace with a subscript of the system. For instance, in
Exercise 5.10-(2), we may denote the two trace operations in the left and right hand
side by TrSE and TrS, respectively. One should distinguish between a usual trace and
a partial trace by an operator on which the trace operation acts.28

Proposition 5.8 For any density operator ρSE on HSE, the partial trace ρS :=
TrE ρSE is a density operator on HS.

Proof The positivity ofρS follows from Exercise 5.10-(3). Letting {|ψi 〉}i be an ONB
of HS, we have Tr ρS =∑

i 〈ψi |ρSψi 〉 =∑
i,k〈ψi⊗ek |ρSE|ψi⊗ek〉 = TrSE ρSE = 1

by using Exercise 5.10-(1). �
The density operator ρS = TrE ρSE made by the partial trace operation is called the
reduced density operator of ρSE. In the following, we show that a reduced density
operator describes a reduced state:

Proposition 5.9 If a total state of S + E is represented by a density operator ρSE, the
reduced state of Sp is represented by the reduced density operator ρS := TrE ρSE.

Proof Since the system of interest is S, we only have to deal with an arbitrary
physical quantity A =∑

a a Pa of S to characterize the reduced state of S. Based on
Postulate 3 and the Born rule (5.35) on the composite system, the probability to get
an outcome a of the measurement of A under the state ρSE is given by

Pr(A = a|ρSE) = TrSE(Pa ⊗ IE ρSE) = TrS(PaρS),

where the final equality follows by Exercise 5.10-(2). Therefore, by the Born rule
(5.35) on the system S, the reduced state of the system S is represented by the reduced
density operator ρS. (Notice also that we have seen that the density operator satisfies
Precondition (5.3) among arbitrary physical quantities of S). �
Proposition 5.9 also shows that the set of density operators is closed under the opera-
tion by the restriction of our interest. In other words, a density operator can describe
all the states produced by this operation.

28 For instance, for X ∈ L(HE), Y ∈ L(HSE), TrE X ∈ C is a usual trace of X but TrE Y ∈ L(HS)

is a partial trace of Y .
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Exercise 5.11 Show that the reduced density operator of S from the total state |ψ〉
in (2.33) is ρS = 1

2 IS.

Next, we show an interesting fact about the reduced state of a quantum system:
Any mixed state can be considered as a reduced state of a total pure state. Using the
representation of the density operator, it can be described as follows:

Proposition 5.10 (Purification) For any density operator ρS of a system S, there
exist a quantum system A and a pure density operator ρSA = |ψ〉〈ψ| on S+A such
that ρS = TrA ρSA.

Proof Let A be any quantum system (an ancilla system) represented by a Hilbert
space HA that has the same dimension d as HS. Let ρS = ∑d

i=1 qi |si 〉〈si | be an
eigenvalue decomposition of ρS and let {|ai 〉}di=1 be an arbitrary ONB of HA. Then,
|ψ〉 := ∑

i
√

qi |si 〉 ⊗ |ai 〉 is a unit vector of HSA, and therefore ρSA = |ψ〉〈ψ|
represent a pure state on the total system S + A. Noting that TrA |ai 〉〈a j | = 〈a j |ai 〉 =
δi j , it follows that TrA ρSA =∑

i j
√

qi
√

q j (TrA |ai 〉〈a j |)|si 〉〈s j | =∑
i qi |si 〉〈si | =

ρS. Therefore, we have shown that ρS is the reduced density operator of the pure
density operator ρSA. �

The purification of quantum states is one of the peculiar quantum properties which
cannot be observed in classical physics.29

Note that the purification property also implies the fact that a subsystem can be a
mixed state even if the total state is a pure state (We have already seen such example
in two-qubit systems at the beginning of this part). As will be shown below, the origin
of mixed states lies in the correlation of a total state.

We say that a total state ρSE on a composite system S + E has no correlations if
there are no statistical correlations between arbitrary pairs of physical quantities A
and B of S and E; namely, the joint probability distribution of A and B is a product of
the marginal probability distributions: Pr(A = a, B = b|ρ) = Pr(A = a|ρS)Pr(B =
b|ρE). Otherwise, a state ρSE is said to have non-zero correlations. A typical example
of a state having non-zero correlations is an entangled state.30 By using the Born rule
(5.35), it is easy to show that ρSE has no correlations if and only if it is a product
state of reduced density operators: ρSE = ρS ⊗ ρE.31

Now we are going to show a general property about the relation between a pure
state and a correlation32:

29 Moreover, it has recently been shown that the purification is one of the essential properties to
single out QM among all operationally valid probabilistic theories [17].
30 Note, however, that there also exist classically correlated states (separable states) which are not
entangled states but have non-zero correlations (see Chap. 7).
31 By the same argument of the derivation of (5.24) under a density operator, we get Pr(A = a, B =
b||ψ〉) = TrSE(Pa ⊗ Qbρ), where A = ∑

a a Pa and B = ∑
b bQb are spectral decomposition

of A and B. Substitute this into Pr(A = a, B = b|ρ) = Pr(A = a|ρS)Pr(B = b|ρE), we have
TrSE(Pa ⊗ Qbρ) = (TrS PaρS)(TrE QbρE) = TrSE(Pa ⊗ QbρS ⊗ ρE). As A and B are arbitrary,
we obtain ρ = ρS ⊗ ρE.
32 We refer Proposition 1 (page 52) in [13] and Lemma 4.11 (page 210) in [18] for this statement.
However, it turns out that this is universally satisfied not only for QM, but also for any operationally
valid probabilistic theories including classical physics (see [19] and references therein).

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_7
http://dx.doi.org/10.1007/978-3-662-43502-1_4


106 5 Foundations of Quantum Mechanics and Quantum Information Theory

Proposition 5.11 If a reduced state on S from a composite state ρSE is a pure state,
then ρSE has no correlations.

Proof From Proposition 5.10, we can assume that ρSE = |ψ〉〈ψ| is a pure state
without loss of generality. (If not, applying the purification with an ancilla system
A, and redefine a system E by E + A). Substituting the |ψ〉 = ∑

i
√

pi |ξi 〉 ⊗ |ηi 〉
(see Theorem A.4) to ρS := TrE |ψ〉〈ψ|, we have ρS = ∑

i pi |ξi 〉〈ξi |, which is an
eigenvalue decomposition of ρS. Since the reduced density operator is a pure state,
we can put the eigenvalues as p1 = 1, p2 = p3 = · · · = 0 by Proposition 5.6-(d).
Therefore, we obtain |ψ〉 = |ξ1〉 ⊗ |η1〉, and ρSE = |ξ1〉〈ξ1| ⊗ |η1〉〈η1|. Hence, we
have shown that the state ρSE has no correlations. �

The contraposition of this proposition implies that if there exist correlations in a
composite state then the reduced state is a mixed state. In QM, there exists a pure
total state with non-zero correlations, i.e., a pure entangled state, (see examples 2.5
and Chap. 7). Consequently, it can happen that the reduced state is a mixed state even
if a total state is in a pure state. Therefore, we have another origin of mixtures of
quantum states due to correlations, which is different from the one due to the absence
of information. To conceptually distinguish them, the latter is sometimes called the
proper mixture while the former is called the improper mixture [13]. In classical
physics, an improper mixture never happens because there are no pure states with
correlations.

5.3.1.6 Unitary Time Evolution of Density Operators

In this part, we explain the unitary time evolution in terms of the density operator.
According to Postulate 1, the time evolution of a state vector of an isolated quantum
system is governed by the Schrödinger equation, or equivalently by the unitary time
evolution (5.21).

The unitary time evolution for a density operator with a unitary operator U is
given by the map

ρ→ ρ′ = UρU †, (5.51)

where ρ and ρ′ are initial and final states, respectively. One can show that this time
evolution is realizable based on Postulate 1 as follows: Prepare an initial state ρ =∑

i qi |φi 〉〈φi | by probabilistic mixtures of s = {qi ; |φi 〉}. Then, each state |φi 〉 can be
mapped toU |φi 〉by (5.21). Since the probability distribution {qi }preserves during the
time evolution, the final state is described by a probabilistic mixture s′ = {qi ;U |φi 〉}
whose corresponding density operator is ρ′ = ∑

i qiU |φi 〉〈φi |U † = UρU †.33 The
general time evolution in quantum system will be discussed in Sect. 5.3.3.

33 Alternatively, if ρ is prepared as a reduced density operator (even with probabilistic mixtures),
one can realize the map (5.51) by means of a local unitary evolution. Note that based on Postulate
2, the total unitary evolution is given by a unitary operator U ⊗ I on a total system.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_7
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Fig. 5.1 Illustration of an indirect measurement

5.3.2 General Class of Measurements

A measurement we have treated so far is a direct measurement of a physical quantity
represented by a Hermitian operator. However, as is the same in the case of a quantum
state, the combination of possible operations introduces an alternative method to
perform a measurement. In this subsection, we clarify operationally the most general
class of measurements and introduce the mathematical representation by means of
POVM.

Let us start by seeing how we can go beyond a measurement of a Hermitian
operator. The easiest operation is to use the probabilistic mixture of measurements.
For instance, performing a measurement of a physical quantity A with probability
0.2 and another physical quantity B with probability 0.8 provides a measurement
which cannot be described by a single Hermitian operator. One can easily make such
an example (see Exercise 5.12).

Exercise 5.12 Show that a measurement M to perform σx or σz with probabilities
1/2 in a qubit system cannot be explained by any measurement of a single Hermitian
operator.

Another operation is to use an interaction between a system of interest and another
physical system (e.g., a system of a measurement device). Suppose that S is a system
of interest and we want to extract a certain information on S. After the system S
interacts with another system A, a measurement of a physical quantity on A will
provide a certain information on S. This series of procedures can be considered as a
single measurement on the system S, which is called an indirect measurement on
S (see Fig. 5.1).

One can show that an indirect measurement generally cannot be described by a
single Hermitian operator on the original system. Indeed, we will see below that a
class of indirect measurements is wide enough to cover the most general class of
measurements for a fixed quantum system.

5.3.2.1 General Properties of Measurements

We have seen above that a class of quantum measurements described in Postulate
1 is not enough to cover all the possible measurements in QM. In order to find the
most general class of quantum measurements, it is better to start from confirming
the general properties of measurements.
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First, remind our operational standpoint about a measurement described in Precon-
ditions (5.1) and (5.2). Moreover, the following precondition is naturally assumed:

A probability distribution of any measurement satisfies an affine property :
Pr(M = m | {p, 1− p; s1, s2}) = pPr(M = m|s1)+ (1− p)Pr(M = m|s2),

for any probabilistic mixtures of states s1, s2 with a weight p ∈ [0, 1] (5.52)

This precondition follows by the sum rule of probability and the definition of the
conditional probability.34 In the case of QM, (5.52) can be written as

Pr(M = m | pρ1+(1− p)ρ2) = pPr(M = m|ρ1)+(1− p)Pr(M = m|ρ2), (5.53)

for any density operators ρ1, ρ2 ∈ S(H) and p ∈ [0, 1]. In other words, a real
functional fm(ρ) := Pr(M = m |ρ) (ρ ∈ S(H)) on the state space S(H) for each
outcome m ∈ M is an affine functional. Notice that by Exercise 5.14, any affine
functional on S(H) have the unique linear extension35 on L(H). Therefore, the
reader can replace the affine property to the linearity in the following discussion.

Preconditions (5.1), (5.2), and (5.52) (or (5.53) in QM) are necessary conditions
for a measurement M to be physically valid. To emphasize this fact, we sometimes
call a measurement satisfying these conditions an affine measurement. Of course,
a measurement of a physical quantity (represented by a Hermitian operator) satisfies
them. In particular, Precondition (5.2) is given by the Born rule (5.35) and the affine
property (5.53) holds because of the linearity of the trace. It is also easy to see that two
operations given at the beginning of this section satisfy the conditions. We should
notice, however, that at this stage it is far from obvious whether or not all affine
measurements can be physically realizable. It turns out that the conditions are also
sufficient in QM as we will see in the following. Namely, we will show that any affine
measurement can be physically realizable based on Postulates 1–3. This implies that
the most general class of measurements in QM is a class of affine measurements.36

Before explaining that, we shall start by the mathematical representation of an
affine measurement in QM by means of a POVM [4]. A tuple {Em ∈ L(H)}m∈M
of linear operators on H is called a (discrete) POVM (positive operator valued
measure or probability operator valued measure) if it satisfies

(i) (Positivity)Em ≥ 0, (ii) (Normalization)
∑

m

Em = I. (5.54)

34 Preparing the state by a probabilistic mixture {p, 1 − p; s1, s2}, we have Pr(M = m | {p, 1 −
p; s1, s2}) = Pr(“M = m”∩ s1)+Pr(“M = m”∩ s2) = pPr(M = m|s1)+ (1− p)Pr(M = m|s2).
(see also the derivation of (5.31)).
35 Let f be an affine function from a convex subset W of a vector space V to a vector space V ′.
A linear extension f̃ of f is a linear map from V to V ′ satisfying f (w) = f̃ (w) for all w ∈ W .
36 The careful and rigorous consideration was mainly given by Ozawa (see e.g. [7, 8, 10–12] and
references therein).
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An operator Em is called a POVM element.

Exercise 5.13 Show that a tuple of operators {E1 := 0.4|0〉〈0|, E2 := 0.4|+〉〈+|,
E3 := I −E1 − E2} on C

2 is a POVM.

We call a measurement M on a quantum system a POVM measurement if the
measurement probability under a state ρ can be written by

Pr(M = m |ρ) = Tr(Emρ), (5.55)

using a POVM {Em}m∈M. Note that the right hand side of (5.55) is a probability dis-
tribution.37 Moreover, by the linearity of the trace operation, a POVM measurement
is an affine measurement.

Importantly, the converse is also true [8]:

Proposition 5.12 Any affine measurement is described by a POVM measurement.

Proof Let M be an arbitrary affine measurement with the set of outcomes M. By
the affine property (5.53), a functional fm : S(H)→ R for each m ∈M given by
fm(ρ) := Pr(M = m|ρ) is an affine functional on S(H). Using an ONB {|ψi 〉}di=1
of H and letting f̃m be the linear extension of fm on L(H) (see Exercise 5.14), we
can define the corresponding POVM element by Em :=∑

k,l f̃m(|ψk〉〈ψl |)|ψl〉〈ψk |.
In the following, we show that {Em} satisfies conditions (5.54) and (5.55).

By the linearity of f̃m and the completeness condition of {|ψi 〉}, we have
Tr(Emρ) = ∑

kl f̃m(|ψk〉〈ψl |)〈ψk |ρψl〉 = fm((
∑

k |ψk〉〈ψk |)ρ(∑l |ψl〉〈ψl |))
= fm(I ρ I ) = Pr(M = m|ρ) for any density operator ρ. Therefore, {Em} sat-
isfies (5.55). The application of a pure state ρ = |ψ〉〈ψ| with an arbitrary unit
vector |ψ〉 reads 〈ψ|Emψ〉 = Tr Em |ψ〉〈ψ| = Pr(M = m||ψ〉〈ψ|). Therefore,
a positivity of a probability implies the positivity of Em . Moreover, we have
〈ψ|(∑m Em)ψ〉 = ∑

m〈ψ|Emψ〉 = ∑
m Pr(M = m||ψ〉〈ψ|) = 1 = 〈ψ| I ψ〉,

where in the third equality we have used the normalization condition of a probabil-
ity. From Proposition A.3-(ii), we obtain

∑
m Em = I . Hence, we have shown that

{Em} also satisfies (5.54).

In other words, an affine measurement and a POVM measurement are mathematically
equivalent through the (5.55). Therefore, a POVM measurement can represent an
affine measurement of QM.

A POVM with all POVM elements being projection operators is called a PVM
(projection valued measure). A measurement with a PVM is called a PVM mea-
surement. Notice that a PVM measurement is equivalent to a measurement of
a physical quantity (a Hermitian operator) up to measurement outcomes. Indeed,
a tuple of eigen-projections {Pa}a∈σ(A) of a Hermitian operator A is a PVM
since P2

a = P†
a = Pa ≥ 0, and

∑
a Pa = I , and the Born rule (5.35) satis-

fies (5.55). Conversely, any PVM {Pm}m∈M satisfies the orthogonality condition

37 By the positivity of Em , we have Tr(Emρ) =∑
i qi 〈φi |Emφi 〉 ≥ 0, where ρ =∑

i qi |φi 〉〈φi | is
an eigenvalue decomposition of ρ. Also, by the condition

∑
m Em = I , we have

∑
m Tr(Emρ) =

Tr((
∑

m Em)ρ) = Tr ρ = 1.
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Pn Pm = 0 (n 
= m).38 Therefore, {Pm}m∈M forms eigen-projections of a Hermitian
operator A = ∑

m m Pm by labeling an outcome m ∈ M to be real numbers. A
PVM measurement {|φm〉〈φm |}dm=1 with an ONB {|φm〉}dm=1 corresponds to a basis
measurement with respect to the basis.

Exercise 5.14 Show that any affine function from the state space S(H) ⊂ L(H) to
a vector space V has the unique linear extension to L(H).

5.3.2.2 Realization of POVM Measurements

Now we show that any affine measurement (equivalently any POVM measurement)
is physical realizable (Theorem 5.2) by means of an indirect measurement.

We first give a mathematical formulation of an indirect measurement. Let ρ be
an initial state of the system of interest S. We prepare an ancilla system A with the
associated Hilbert space HA in an initial state σ so that the total system S + A is in a
state ρ⊗σ. Then, we let the total system evolve in time by a unitary evolution (5.51)

ρ⊗ σ �→ U (ρ⊗ σ)U †, (5.56)

where U is a unitary operator on the total system. Finally, we measure a physical
quantity B =∑

m m Pm on an ancilla system which shall be called a meter observ-
able. Using the Born rule (5.35) and Postulate 3, the probability to get an outcome m
of the measurement on B under the state (5.56) is given by TrSA(IS⊗PmU (ρ⊗σ)U †).

Consequently, if we consider this series of procedures as a measurement M of
system S, we have

Pr(M = m|ρ) = TrSA(IS⊗PmU (ρ⊗ σ)U †). (5.57)

An indirect measurement on S is thus characterized by a quadruplet (HA,σ,U, B),
where HA is the associated Hilbert space with an ancilla system A, σ is an initial
state of A, U is a unitary time-evolution operator on the total system, and B is a
meter observable on the ancilla system.

The probability (5.57) clearly satisfies the affine property (5.53). Therefore, by
Proposition 5.12, an indirect measurement is represented by a suitable POVM mea-
surement. Specifically, the POVM element corresponding to the outcome m is shown
to be Em := TrA(IS⊗σU † IS⊗PmU ): First, from the cyclic property of the trace
and Exercise 5.10-(2), (5.57) can be rewritten as

Pr(M = m|ρ) = TrSA((ρ⊗ IA)(IS⊗σU † IS⊗PmU )) = TrS(ρEm). (5.58)

38 By Pm = P2
m and

∑
n Pn = I , we have Pm = Pm I Pm = Pm(

∑
n Pn)Pm = Pm +∑

n 
=m Pm Pn Pm for any m, thus
∑

n 
=m Pm Pn Pm = 0. As the sum of positive operators Pm Pn Pm is

zero, we have Pm Pn Pm = 0 (n 
= m). Moreover, as Pm Pn Pm = Pm Pn Pn Pm = (Pn Pm)
†(Pn Pm),

we obtain Pn Pm = 0 for any n 
= m. (Show that A† A = 0 implies A = 0.)
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Next, since a unitary evolution preserves a positivity of an operator,39 U †(IS⊗Pm)U
is positive. By Exercise 5.10-(3), Em is a positive operator on HS. Finally,

∑
m Em =

TrA(IS⊗σU †(IS⊗∑
m Pm)U ) = TrA(IS⊗σU †(IS⊗ IA)U ) = TrA(IS⊗σ) = IS,

where we have used the linearity of the partial trace (Exercise 5.10-(4)), the complete-
ness condition of {Pm}, the unitarity condition U †U = ISA, and the normalization
condition TrA σ = 1. Therefore, {Em} is a POVM which represents the indirect
measurement (5.57).

We can now state the main result of this part about the realizability of POVM
measurements.

Theorem 5.2 Any POVM measurement can be physically realizable by an indirect
measurement.

Proof Fix an arbitrary POVM {Em}m∈M on HS. For the simplicity of a notation, let
the set of measurement outcomes be composed of natural numbers M = {1, . . . , n}.
From (5.55) and (5.57), we show the existence of an indirect measurement charac-
terized by a quadruplet (HA,σ,U, B =∑n

m=1 m Pm) satisfying

TrS(Emρ) = TrSA(IS⊗Pm(Uρ⊗ σU †)) ∀m = 1, . . . , n (5.59)

for any initial state ρ ∈ S(HS). As the equation is linear on ρ, it is enough to show
(5.59) for a pure state.

To construct an indirect measurement, we can use any n-dimensional Hilbert
space HA for an Ancilla system A. With an arbitrary ONB {|φ j 〉}nj=1 of HA, let
σ := |φ1〉〈φ1| be an initial state of A and B :=∑n

m=1 m Pm with Pm := |φm〉〈φm | be
a meter observable on A. The unitary operator for the time evolution is constructed
as follows. First, let W := {|ξ〉 ∈ HSA | ∃|ψ〉 ∈ HS s.t.|ξ〉 = |ψ〉 ⊗ |φ1〉} be a
subspace of HSA := HS⊗HA and let U be a map from W to HSA defined by40

U |ψ〉 ⊗ |φ1〉 :=
n∑

j=1

|√E jψ〉 ⊗ |φ j 〉 (|ψ〉 ∈ HS). (5.60)

As is easily shown,41 U is a linear map on W preserving an inner product. By Exercise
5.15, there exists a unitary operator U on HSA which satisfies (5.60).

With the quadruplet (HA,σ,U, B = ∑n
m=1 m Pm), we can show (5.59) for any

initial pure state ρ = |ψ〉〈ψ|:

TrSA(IS⊗Pm(Uρ⊗ σU †)) = TrSA(IS⊗|φm〉〈φm |
(

U |ψ ⊗ φ1〉〈ψ ⊗ φ1|U †
)
)

39 For any A ≥ 0 and any |ψ〉, we have 〈ψ|(U † AU )ψ〉 = 〈(Uψ)|A(Uψ)〉 ≥ 0.
40 For E ≥ 0 we can define

√
E := ∑

e
√

ePe where E = ∑
e ePe (e ≥ 0) is the spectral

decomposition of E . Note that (
√

E)† = √E ≥ 0, (
√

E)2 = E .
41 For any |ψ〉 ⊗ |φ1〉, |ψ′〉 ⊗ |φ1〉 ∈ W , we have 〈U (ψ ⊗ φ1)|U (ψ′ ⊗ φ1)〉 = ∑n

j,k=1〈
√

E jψ ⊗
φ j |√Ekψ

′ ⊗ φk〉 = ∑n
j,k=1〈ψ|

√
E j

†√
Ekψ

′〉〈φ j |φk〉 = ∑
j 〈ψ|E jψ

′〉 = 〈ψ|(∑ j E j )ψ
′〉 =

〈ψ|ψ′〉.
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=
n∑

k,l=1

TrSA(IS⊗|φm〉〈φm |(|
√

Ekψ ⊗ φk〉〈
√

Elψ ⊗ φl |))

=
n∑

k,l=1

〈√Ekψ|
√

Elψ〉δmkδml = 〈ψ|Emψ〉 = TrS(Emρ). (5.61)

�

Exercise 5.15 Let W be a subspace of a Hilbert space H and let U be a linear map
from W to H which preserves an inner product. Show that U can be linearly extended
to a unitary operator on H.

In the preceding section, we have shown that any physically valid measurement
is an affine measurement, which is equivalent to a POVM measurement (Proposition
5.12). Theorem 5.2 shows that the converse is also correct. In other words, any POVM
measurement can be physically realizable based on Postulates 1–3. Therefore, we
conclude that the most general class of measurements of QM is the class of POVM
measurement.

To summarize, the rule for the general classes of states and measurements of QM
can be described as follows:

[Formulation 1] For any quantum system, there is an associated Hilbert space
H in a way that a state is represented by a density operator and a measurement
is represented by a POVM on H. If we measure a POVM M = {Em}m∈M
under a density operator ρ, the probability to observe an outcome m ∈M is
given by

Pr(M = m|ρ) = Tr(ρEm). (5.62)

The rule for composite systems (Postulate 3) may be replaced as well:

[Formulation 2] Let S12 be the composite system of quantum systems S1 and
S2 with Hilbert spaces H1 and H2, respectively. Then, the associated Hilbert
space of S12 is the tensor product Hilbert space H1⊗H2.

A POVM measurement {Em}m∈M on S1 (resp. S2) is represented by {Em⊗
I2}m∈M (resp. {I1⊗Em}m∈M) as a measurement on S12.
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5.3.2.3 Simultaneous Measurements

In this part, we investigate a simultaneous measurability of physical quantities in a
general setting [6]. According to Proposition 5.2, commutative physical quantities
can be simultaneously measurable. We show that the converse is also true. In other
words, non-commutative physical quantities cannot be simultaneously measurable.

To see this, let us redefine a simultaneous measurability in terms of POVM mea-
surements. We say that two POVMs E := {Em}m∈M and F := {Fn}n∈N are simul-
taneously measurable if there exists a joint POVM K := {Kmn}m∈M,n∈N such that
under an arbitrary state ρ the marginal probabilities of the joint probability gives
correct probabilities of both measurements E and F :

Tr ρEm =
∑

n

Tr ρKmn,Tr ρFn =
∑

m

Tr ρKmn . (5.63)

By Proposition A.3-(ii), these conditions are equivalent to

Em =
∑

n

Kmn, Fn =
∑

m

Kmn . (5.64)

(See also (5.18).)
The following theorem shows the general result on the simultaneous measurability

for physical quantities:

Theorem 5.3 Physical quantities represented by Hermitian operators A and B are
simultaneously measurable if and only if they are commutative. In particular, the
joint probability distribution is given by

Pr(A = a, B = b|ρ) = Tr(ρPa Qb), (5.65)

where Pa and Qb are eigen-projections of A and B belonging to eigenvalues a and
b, respectively.

Proof By (5.64), the necessary and sufficient condition for the simultaneous mea-
surability of A and B is that there exists a joint POVM K = {Kab} satisfying

Pa =
∑

b

Kab, Qb =
∑

a

Kab. (5.66)

If A and B are commutative, Kab := Pa Qb provides the joint POVM with which
A and B are simultaneously measurable. To see this, note that [Pa, Qa] = 0 for
any a and b, and therefore Kab = Pa Qb = (Pa Qb)

†(Pa Qb) is positive. We have
also

∑
a,b Kab = (

∑
a Pa)(

∑
b Qb) = I . Thus, the set {Kab}a,b forms a POVM.

The conditions in (5.66) follow as
∑

b Kab = Pa(
∑

b Qb) = Pa and
∑

a Kab =
(
∑

a Pa)Qb = Qb.
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To show the converse, let {Kab}a,b be a joint POVM satisfying (5.66). Noting
that Kab ≤ Pa for any a, b, we have Pa Kab = Kab Pa = Kab by Exercise 5.16.
Therefore, from the orthogonality condition Pa Pa′ = δaa′ Pa , we have Pa Ka′b =
Pa Pa′Ka′b = δaa′ Pa Kab = δaa′Kab. Similarly, we have Ka′b Pa = δaa′Kab.
By (5.66), it follows that Pa Qb = Pa(

∑
a′ Ka′b) = (

∑
a′ δaa′Kab) = Kab =

(
∑

a′ Ka′b)Pa = Qb Pa . Hence, A and B are commutative. Moreover, the joint prob-
ability distribution is given by Tr ρKab = Tr(ρPa Qb). �

Finally, we notice that local POVM measurements on different subsystems are
simultaneously measurable. Specifically, the joint POVM for the two local POVMs
E = {Em} on a system S1 and F = {Fn} on a system S2 is given by{Kmn :=
Em ⊗ Fn}. (The reader should check the condition (5.64).) In particular, based on
Precondition (5.25), this measurement can be realized by locally measuring E and
F so that the joint probability distribution does not depend on the time order of the
two measurements E and F .

Exercise 5.16 For any projection operator P ∈ L(H) and any positive operator
F ∈ L(H) satisfying F ≤ P , show that P F = F P = F .

5.3.2.4 State Distinguishability

In this part, we consider a general problem on the quantum state discrimination.
We say that two states ρ and σ are distinguishable if, under the condition that the state
is ρ or σ, there exists a POVM with which we can decide the state with probability 1
in one-time measurement. As shown in Proposition 5.4, orthogonal pure states can be
distinguished by one-time measurement of an appropriate physical quantity. One can
easily generalize this fact to the case of mixed states by replacing the orthogonality
condition of vectors by that of operators. Importantly, the converse is also true:

Proposition 5.13 Two states ρ and σ are distinguishable if and only if they are
orthogonal, i.e., ρσ = 0.

Proof Suppose that ρ and σ are orthogonal. Let {P, I −P} be a PVM where P is
the projection operator onto the range of ρ. Then, we have Tr ρP = 1,Tr σP = 0
and Tr ρ(I −P) = 0,Tr σ(I −P) = 1 since the ranges of ρ and σ are orthogonal.
Consequently, one can distinguish ρ and σ by the PVM measurement {P, I −P}
by guessing the state to be ρ (resp. σ) when the outcome corresponding to P (resp.
I −P) is observed.

Suppose conversely that ρ and σ are distinguishable. Without loss of generality,
we can assume that the two states ρ and σ can be distinguished by a two-valued
POVM measurement {E1, E2} by guessing the true state to be ρ (resp. σ) with
observing the outcome 1 (resp. 2).42 Noting that Tr ρE2 = 0,Tr σE1 = 0, we have
0 = ρE2 = ρ− ρE1 and 0 = E1σ by using Proposition A.10. Therefore, we obtain
ρσ = ρE1σ = 0. �

42 In general, ρ and σ can be distinguished by the following procedure: First, we perform a POVM
measurement {Fk}k∈K. Then, we decide whether the true state is ρ or σ from the obtained outcome
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It is straightforward to generalize this result to the case of three or more states. One
can show that states ρi (i = 1, . . . , n) are distinguishable if and only if they are
orthogonal to each other: ρiρ j = 0 (i 
= j).

5.3.3 General Class of Time Evolutions

In this subsection, we discuss the most general class of time evolutions on quantum
system. We have already seen that a unitary evolution (5.51) of a density operator is
physically realizable based on Postulate 2. However, there is a wider class of time
evolutions than a class of a unitary evolution. A typical way to go beyond the unitary
evolution of a system S of interest is due to an interaction with another physical
system (an environment). In that case, we say that the system S is an open system.

We first discuss the general property (a necessary condition) of a time evolution,
and then consider its physical realizability.

5.3.3.1 General Properties of Time Evolution

In this book, we deal with a time evolution by means of a time-evolution map which
maps an initial state to a final state. Therefore, we start from a general property for
a time-evolution map.

First of all, a time-evolution map should act on a state and map to a state. Mathe-
matically speaking, a time-evolution map of a quantum system A is a map from the
state space S(HA) to S(HA). Notice however that, the image of the map is not neces-
sary the state space of the same quantum system but that of another quantum system
B. For instance, consider the situation to observe an electron B by preparing a photon
A and scattering with it. In such situation, we are interested in the state-change from
a state of A to a state of B after their interaction. Therefore, in the following, we
assume generally that a time-evolution map is a map from S(HA) to S(HB). (The
discussion can be easily rephrased to the case where A and B are the same.) With
the similar argument to derive (5.53), a time-evolution map� also should satisfy the
affine property on a state:

�(pρ+ (1− p)σ) = p�(ρ)+ (1− p)�(σ), (5.67)

(Footnote 42 continued)
k ∈ K by using a two-valued decision function f : K → {1, 2}. (One can use a mixed strategy
as well, but in this case, it is enough to use a two-valued decision function.) Under a state ξ =
ρ or σ, the probability to obtain the final outcome i = 1, 2 is given by

∑
k; f (k)=i Tr(ξFk) =

Tr(ξ(
∑

k; f (k)=i Fk)). Therefore, by putting Ei :=∑
k; f (k)=1 Fk (i = 1, 2), the above procedure

can be reduced to the application of the two-valued POVM {E1, E2}. That is, the condition to
distinguish the two states ρ and σ is the existence of a POVM {E1, E2} satisfying that Tr ρE1 =
1,Tr σE2 = 1 (⇔ Tr ρE2 = 0,Tr σE1 = 0).
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for any ρ,σ ∈ S(HA) and p ∈ [0, 1].43 Notice by Exercise 5.14 that� has the unique
extension to the linear map�′ from L(HA) to L(HB). A linear map�′ : L(HA)→
L(HB) is said to be trace preserving and positive if TrA(A) = TrB(�

′(A)) for
all A ∈ L(HA) and �′(A) ≥ 0 for any positive operator A ∈ L(HA), respectively.
Since the image of a time-evolution map� is included in S(HB), it is easy to see that
the linear extension �′ is a trace preserving positive map.44 In the following, we
identify the affine map � with its linear extension �′ by using the same symbol �.

To sum up, a general class of time-evolution map of QM is described by a trace
preserving positive map � from L(HA) to L(HB). However, by considering a con-
sistency of the description on a composite system, a time-evolution map is shown to
satisfy a stronger condition. To understand the condition, we need some mathematical
preparations.

With a natural number n ∈ N, a linear map � : L(HA) → L(HB) is said to be
n-positive if the extended map � ⊗ In : L(HA⊗C

n) → L(HB⊗C
n) is positive

where In is the identity map on L(Cn). A linear map � is said to be completely
positive if� is n-positive for any n ∈ N. In the following, we call a (trace preserving)
completely positive map a (TP)CP map. By the definition, a map is positive iff it is
1-positive. It is easy to show that an n-positive map is m-positive if n ≤ m, but not
vice versa. An example of a 1-positive but not 2-positive map is shown in Exercise
7.7 in Chap. 7. The following theorem gives a useful characterization of a CP map:

Theorem 5.4 Let HA and HB be Hilbert spaces with dimensions dA and dB, respec-
tively. Let� be a linear map from L(HA) to L(HB). The following are all equivalent:
(i) � is a CP map,
(ii) � is a dA-positive map,
(iii) � ⊗ IdA(|ψ〉〈ψ|) ≥ 0 where |ψ〉 = ∑dA

i=1 |ξi 〉 ⊗ |ηi 〉 with {|ξi 〉}, {|ηi 〉} being
ONBs of HA,C

dA ,
(iv) There exist l (≤ dAdB) linear operators Vk : HA → HB (k = 1, . . . , l) such
that

�(A) =
l∑

k=1

Vk AV †
k (∀A ∈ L(HA)). (5.68)

Proof Proofs for (i)⇒ (ii) and (ii)⇒ (iii) follow by definitions of n-positivity and
the completely positivity. [(iii)⇒ (iv)] As �⊗ IdA(|ψ〉〈ψ|) =

∑
i, j �(|ξi 〉〈ξ j |)⊗

|ηi 〉〈η j | is a positive operator on HB⊗C
dA , we can rewrite it by

∑l
k=1 |vk〉〈vk | using

l(≤ dBdA) vectors |vk〉 ∈ HB⊗C
dA (k = 1, . . . , l). (One can use an eigenvalue

decomposition of�⊗ IdA(|ψ〉〈ψ|) where |vk〉 is an eigenvector with its norm being

43 One can consider the affine property for time-evolution map as one of the preconditions.
44 Any operator A ∈ L(HA) can be written as A =∑3

k=0 i k pkρk with non-negative real numbers
pk ≥ 0 and density operatorsρk ∈ S(HA) (k = 0, 1, 2, 3). (see the solution of Exercise 5.14.) By the
linearity of the trace, we have TrB(�

′(A)) =∑
k i k pk TrB(�(ρk)) =∑

k i k pk TrA(ρk) = TrA(A).
(Note that TrB(�

′(ρk)) = 1 = TrA(ρk) sinceρk and�(ρk) are density operators.) Since any positive
operator A ∈ L(HA) can be written as A = aρ with a non-negative real number a := Tr A and a
density operator ρ := A/a, we have �′(A) = a�(ρ). As a ≥ 0 and S(HB) � �(ρ) ≥ 0, �′(A) is
a positive operator.

http://dx.doi.org/10.1007/978-3-662-43502-1_7
http://dx.doi.org/10.1007/978-3-662-43502-1_7
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a square root of positive-definite eigenvalues.) Since {|ηi 〉} is an ONB of C
dA , we

can rewrite |vk〉 = ∑
i |vki 〉 ⊗ |ηi 〉 with some vectors |vki 〉 ∈ HB. With these

expressions, we have
∑

i, j �(|ξi 〉〈ξ j |)⊗|ηi 〉〈η j | =∑
i, j (

∑
k |vki 〉〈vk j |)⊗|ηi 〉〈η j |.

Since {|ηi 〉〈η j |} are linearly independent, we have �(|ξi 〉〈ξ j |) = ∑
k |vki 〉〈vk j | =∑

k Vk |ξi 〉〈ξ j |V †
k for any i, j = 1, . . . , dA, where Vk : HA → HB is a linear

operator defined by Vk |ξi 〉 := |vki 〉. Since the set {|ξi 〉〈ξ j |} forms a basis of L(HA),
this equation also holds for any A ∈ L(HA). Therefore, we obtain the representation
(5.68) of �. [(iv)⇒ (i)] To see that �⊗ In is positive for any n ∈ N (namely, � is
completely positive), it is enough to show�⊗In(|φ〉〈φ|) ≥ 0 for any |φ〉 ∈ HA⊗C

n

because of the affine property of �⊗ In and eigenvalue decompositions of positive
operators. Writing |φ〉 = ∑

i |xi 〉 ⊗ |χi 〉 with an ONB {|χi 〉}ni=1 of C
n , we have

� ⊗ In(|φ〉〈φ|) = ∑
i, j �(|xi 〉〈x j |) ⊗ |χi 〉〈χ j | = ∑

k Vk ⊗ In(
∑

i, j |xi 〉〈x j | ⊗
|χi 〉〈χ j |)(Vk ⊗ In)

† = ∑
k(Vk ⊗ In)|φ〉〈φ|(Vk ⊗ In)

†. From the final expression,
�⊗ In(|φ〉〈φ|) is clearly a positive operator. �

From Theorem 5.4-(ii), it is enough to show that � is dA-positive in order to show
that it is a CP map. That is, it is not necessarily to show that � is n-positive for an
arbitrary n ∈ N. Moreover, in order to show that, it is enough to show the positivity
of the output state only with the input state |ψ〉〈ψ| (the maximally entangled state),
not necessarily with an arbitrary input state. The form (5.68) in (iv) gives a useful
representation for a CP map. The TPCP map with this representation is sometimes
called Kraus representation.

Theorem 5.5 (Kraus Representation) A linear map � : L(HA) → L(HB) is a
TPCP map if and only if there exist linear operators Vk : HA → HB (k = 1, . . . , l ≤
dAdB) such that

∑
k V †

k Vk = IA and

�(A) =
l∑

k=1

Vk AV †
k (∀A ∈ L(HA)). (5.69)

Proof From Theorem 5.4-(iv), we can start from the form (5.69) for a CP map.
Therefore, we just consider the trace preserving condition. However, from TrA A =
TrB(�(A)) = TrB(

∑
k Vk AV †

k ) = TrA(
∑

k V †
k Vk)A for any A ∈ L(HA), the con-

dition is obviously equivalent to
∑

k V †
k Vk = IA. �

An operator Vk in the Kraus representation (5.69) is called a Kraus operator.
Coming back to physics, it turns out that any time-evolution map should satisfy

a completely positivity (CP) condition. One of the simple verifications of this fact
comes from the consistency on a composite system as follows [20]: Notice first that
in reality there may exist another physical system than the systems A and B. Letting
Sn be such an n-level quantum system, a time evolution from system A to B can be
also described as a time evolution from the system A + Sn to the system B + Sn .
If there are no interactions with Sn , the time-evolution map on the total system is
described by�⊗In . Since�⊗In should preserve the positivity on the total system,
� should also be an n-positive map. Since n is arbitrary, � is concluded to be a CP
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map. Another verification of the CP condition is to notice that a typical realization
of a time-evolution map under the presence of an environment is directly shown to
be CP (see (5.70) and the discussion below).

In the field of quantum information theory, we generally admit that the trace
preserving property and the completely positivity are necessary conditions for any
time-evolution map.45 A unitary evolution (5.51) is a typical TPCP map as the form
(5.51) is a Kraus representation because of the unitarity U †U = I .

5.3.3.2 Realization of TPCP Maps

In the preceding part, we have explained that any time-evolution map should be a
TPCP map. Here, we show that the converse is also true. Namely, any TPCP map is
physically realizable. The fact implies that TPCP maps represent the most general
class of time-evolution maps of QM.

A typical way to realize a TPCP map from a system A to a system B is to consider
the situation where A and B are not isolated but open systems. Let E be an environment
such that the total composite system A+B+E is isolated. Notice that, by Postulate
2, the unitary time evolution can be applied to the total system. Let ρ be an arbitrary
initial state of the system A, and let ρB, ρE be fixed initial states of the systems B
and E such that there are no correlations among the systems A, B, and E. Then, a
unitary evolution on the composite system A+B+E is described by

ρ⊗ ρB ⊗ ρE �→ U (ρ⊗ ρB ⊗ ρE)U
†

using a unitary operator U on the total system A+B+E. We are interested in a final
state of B and therefore we take a partial trace over the system A + E to obtain the
reduced density operator on B. This series of procedures can be interpreted as a time
evolution from the initial state ρ ∈ S(HA) of A to the final state ρ′ ∈ S(HB) of B,
where the time evolution map is given by

ρ �→ ρ′ = �(ρ) := TrAE U (ρ⊗ ρB ⊗ ρE)U
†. (5.70)

This map � is shown to be a TPCP map. Indeed, by Exercise 5.18, the map � is a
composition of three TPCP maps, (i) ρ �→ ρ⊗ ρB ⊗ ρE, (ii) σ �→ UσU †, and (iii)
ξ �→ TrAE ξ. (Notice that a composition of TPCP maps is a TPCP map.)

Based on these considerations, we can show that any TPCP map can be physically
realizable:

45 Note, however, that there is a longstanding argument for the validity of this matter. It is usually
discussed with reference to the presence of initial correlations with an environment. However, the
root problem includes the validity to deal with a time evolution by means of a map (see [21] and
references therein).
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Theorem 5.6 (Stinespring representation) Any TPCP map from a system A to a
system B can be physically realizable through (5.70).

The proof of this theorem will be given as a simple corollary of Theorem 5.7 in
Sect. 5.3.4.2 (see also the footnote 49). Note that one can also prove the same result
when the systems A and B coincide with each other. In this case, we can use a unitary
time evolution on A+E. By taking a partial trace over E on the final state of A+E,
we get the time-evolution map on the system A described by

ρ �→ ρ′ = �(ρ) := TrE U (ρ⊗ ρE)U
†. (5.71)

Then, it follows that any TPCP map � : S(HA)→ S(HA) is physically realizable
by a map (5.71).

We have seen that any time-evolution map of a quantum system is a TPCP map
and conversely any TPCP map is physically realizable. We can conclude that a TPCP
map gives the most general description of a time-evolution map in a quantum system:

[Formulation 3] The general time-evolution map from a quantum system A to
a quantum system B is represented by a TPCP map � : S(HA)→ S(HB).

Exercise 5.17 (i) For any σ ∈ S(HB), show that ρ ∈ L(HA) �→ �(A) := A⊗σ ∈
L(HA⊗HB) is a TPCP map. (ii) Show also that ρ ∈ L(HA⊗HB) �→ �(A) :=
TrA A ∈ L(HB) is a TPCP map.

5.3.4 General Class of Measurement Processes

As a conclusion of this chapter, we explain the most general description of a mea-
surement process on quantum systems. In Sect. 5.3.2, we have seen that a POVM
measurement gives the most general description of a measurement on quantum sys-
tems. However, it describes only the probability distribution of the measurement
outcome. On the other hand, a measurement process is constructed to describe
not only a probability distribution but also a state-change due to a measurement. In
reading this subsection, the reader should carefully recognize that a state-change in
the measurement can be operationally explained based on Postulates 1–3 with some
preconditions.46

46 The theory of measurement processes with operational point of view was initiated by Davies
and Lewis [22], and completed by Kraus [6] and Ozawa [23] by adding the notion of complete
positivity. In particular, a careful consideration of the necessary and sufficient conditions for the
description of measurement processes was thoroughly given by Ozawa.
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5.3.4.1 Properties of the General Measurement Processes

We start from asking in which case we need to know the post-measurement state.
From the operational point of view, it is the case where we have prospects of
another subsequent measurement; otherwise it has no meanings to describe the post-
measurement state. This view is important to construct the theory of measurement
processes. Namely, the post-measurement state is naturally constructed to be a state
which can predict the probability of outcomes for the possible subsequent measure-
ments.

Keeping this in mind, we first discuss the general property (a necessary condition)
for measurement processes. As is explained in Sect. 5.3.2.1, a measurement is an
operation to get an outcome m with a probability Pr(M = m|ρ) under a state ρ. In
the case of measurement process, we also need to determine the post-measurement
state ρm after getting the specific outcome m. In the same way as in the case of a
time evolution, let systems A and B be initial and final systems, including the usual
case where A = B. An obvious requirement for the measurement processes is that
ρm is a quantum state for any output m, i.e., ρm ∈ S(HB).

Before going further, notice that there are roughly two classes of measurement
processes: In general, the post-measurement state depends on the outcome of the
measurement. When we know the measurement outcome m, the state-change can be
described by a map

ρ
got m�→ ρm . (5.72)

On the other hand, when we do not know the outcome m but only know the fact of the
application of the measurement, the post-measurement state should be described by
a probabilistic mixture {Pr(M = m|ρ); ρm} with the corresponding density operator
being

∑
m∈M Pr(M = m|ρ)ρm . In this case, the state-change is described by a map

ρ �→ ρ′ :=
∑

m∈M
Pr(M = m|ρ)ρm . (5.73)

We distinguish these situations by calling the former and latter cases selective mea-
surement and non-selective measurement, respectively.

As we have already pointed out, the post-measurement state ρm after a measure-
ment M should be able to predict a probability Pr(N = n|ρm) for the subsequent
measurement N . To know the general property of a measurement process, we focus
on the joint probability for a first measurement M and a second measurement N
under an initial state ρ

Pr(M = m → N = n|ρ). (5.74)

This series of measurement is called a successive measurement. By the arrow→
in (5.74), we may indicate that M is the first measurement and N is the subsequent
measurement after M . Notice that a successive measurement is different from a
simultaneous measurement. In particular, the time order of measurements could be
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essential in a successive measurement. Namely, Pr(M = m → N = n|ρ) and
Pr(N = n → M = m|ρ) are in general different. Just in the similar manner as in
the derivation of (5.53), the joint probability Pr(M = m → N = n|ρ) should have
the affine property:

Pr(M = m → N = n|pρ+ (1− p)σ)

= pPr(M = m → N = n|ρ)+ (1− p)Pr(M = m → N = n|σ).
(5.75)

Moreover, by the definition of the conditional probability, we have

Pr(M = m → N = n|ρ) = Pr(M = m|ρ)Pr(N = n|ρm). (5.76)

Notice that the second measurement N is considered just in order to determine the
post-measurement state. Therefore, we only need the probability distribution of the
measurement N , which is described by a POVM measurement {En}n∈N :

Pr(N = n|ρm) = Tr(Enρm). (5.77)

To describe a measurement process, it is convenient to introduce a map �m :
S(HA)→ L(HB) defined by

ρ �→ �m(ρ) = ρ′m, (5.78)

where ρ′m is an unnormalized post-measurement state:

ρ′m := Pr(M = m|ρ)ρm . (5.79)

We usually use the map (5.78) instead of the map (5.72) mainly because that�m has
the affine property:

�m(pρ+ (1− p)σ) = p�m(ρ)+ (1− p)�m(σ) (∀ρ,σ ∈ S(HA), p ∈ [0, 1]).

Indeed, by substituting (5.77) and (5.79) into (5.76), we have Pr(M = m → N =
n|ρ) = Tr(Enρ

′
m) = Tr(En�m(ρ)). Since the joint probability is affine and a POVM

{En} is arbitrary, �m is affine.
Notice that the map �m includes both the information of the probability distrib-

ution of the outcomes and the post-measurement state as follows. By (5.79), (5.78)
and the normalization condition Tr ρm = 1, the probability to get an outcome m
under a state ρ is given by Pr(M = m|ρ) = Tr�m(ρ). The post-measurement state
is also given by ρm = �m(ρ)/Tr�m(ρ) from (5.79) and (5.78). Namely, we have

Pr(M = m|ρ) = Tr�m(ρ), (5.80a)

ρ
got m�→ ρm = �m(ρ)/Tr�m(ρ). (5.80b)
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By (5.73), (5.79) and (5.78), the corresponding non-selective measurement is
described by the map

� :=
∑

m∈M
�m . (5.81)

Using the same argument as in Sect. 5.3.3.1, the linear extensions of the maps�m

and � to L(HA) should be completely positive. Note that �m does not generally
have the trace preserving property while � is a TPCP map because Tr�(ρ) =∑

m Tr�m(ρ) =∑
m Pr(M = m|ρ) = 1 = Tr ρ.

The tuple of linear maps {�m}m∈M on L(HA) is called a CP instrument with a
set of outcomes M if �m are CP maps and � := ∑

m∈M�m is a TPCP map. We
have seen that any measurement processes can be described by a CP instrument by
(5.80).

For any CP instrument {�m}m∈M, we can apply the Kraus representation
(Theorem 5.4-(iv)) to each CP map �m . Let {V (m)

k }lmk=1 be the Kraus operators such

that�m(A) =∑
k V (m)

k AV (m)
k

†
(A ∈ L(HA)). We have

∑
m(

∑
k V (m)

k

†
V (m)

k ) = IA
by the trace preserving property of � = ∑

m �m . As a particular case, let us focus
on the case when the Kraus representation of each CP map�m is composed of only
one operator Vm (i.e., lm = 1). Then, we have

�m(A) = Vm AV †
m, (5.82)

with the normalization condition
∑

m V †
m Vm = I . From (5.80), the measurement

process is described as

Pr(M = m|ρ) = Tr(V †
m Vmρ), ρm = VmρV †

m/Tr(V †
m Vmρ). (5.83)

We call a tuple of operators {Vm}m∈M a tuple of measurement operators if it sat-
isfies

∑
m V †

m Vm = I . In the field of quantum information, it is often postulated
that a general class of measurement process is given by measurement operators as
(5.83). Indeed, when the set of outcomes is discrete, the formalism of a measure-
ment operator is equivalent to that of a CP instrument up to the discard of a partial
information.47

Let us introduce some examples of measurement processes. When a set of pro-
jection operators {Pm}m on HA satisfies

∑
m Pm = I (i.e., a PVM), the tuple {Pm}m

gives measurement operators which describes the measurement process by

Pr(M = m|ρ) = Tr Pmρ, ρ→ ρm = PmρPm/Tr(Pmρ). (5.84)

47 Any discrete CP instrument {�m}m can be described by measurement operators as follows: Let

�m(A) = ∑lm
k=1 V (m)

k AV (m)
k

†
be the (Kraus) representation. By

∑
m,k V (m)

k

†
V (m)

k = I , we have

a tuple {V (m)
k }k,m of measurement operators. By performing a non-selective measurement M ′ of

{V (m)
k }k,m and outputting only m with discarding k, we obtain (5.80).
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This is a generalization of (5.27) to include mixed states, and is called the Lüders’
projective measurement. In particular, if Pm = |φm〉〈φm | with an ONB {|φm〉}m
of HA, the corresponding measurement process is a generalization of (5.26), and is
called the von Neumanns’s projective measurement.

Letting {Em}m be a POVM, the tuple of {√Em}m is that of measurement oper-
ators as

∑
m Em = ∑

m(
√

Em)
†(
√

Em) = I and the corresponding measurement
processes is described by

Pr(M = m|ρ) = Tr Emρ, ρ→ ρm =
√

Emρ
√

Em/Tr(Emρ). (5.85)

Although this provides a typical measurement process after the POVM measure-
ment of {Em}m , one should be noticed that a post-measurement state is generally
not unique. For instance, with an arbitrary unitary operator U , another tuple of
{U√Em}m is a tuple of measurement operators corresponding to the same POVM
measurement.48

5.3.4.2 Realization of Instruments

In the preceding section, we have seen that any measurement process of a quantum
system can be described by a CP instrument. Here, we show that the converse is
also true. That is, any CP instrument can be physically realizable as a measurement
process. Consequently, we conclude that a CP instrument represent the most general
class of measurement processes in a quantum system.

We start from noting that local POVM measurements E := {Em}m and F :=
{Fn}n on systems A and B are simultaneously measurable by using the POVM {En⊗
Fm}n,m on A+B such that the joint probability distribution under a state ρ is given
by

Pr(E = m, F = n | ρ) = Tr(ρEm ⊗ Fn). (5.86)

One can easily check the condition (5.64). In particular, the distribution (5.86) is
independent of the time order of measurements E and F by Preconditions (5.25).
Namely, we have

Pr(E = m, F = n | ρ) = Pr(E = m → F = n | ρ) = Pr(F = n→ E = m | ρ).
(5.87)

Using the above argument, we can show that the post-measurement state of one
subsystem is uniquely determined after the local POVM measurement on another
subsystem. This is one of the important tricks why we can describe measurement
processes without assuming any postulate:

Proposition 5.14 On a composite system A + B, if we get an outcome n by the local
POVM measurement F = {Fn}n on the system B, the post-measurement (reduced)
state of the system A is given by ρn = TrB(IA⊗Fnρ)/TrAB(IA⊗Fnρ).

48 One can construct any CP instrument based on (5.85) assisted by a certain time evolution [24].
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Proof In order to determine the post-measurement state of the system A, we consider
an arbitrary POVM measurement E = {Em}m on A under the post-measurement
state ρn . By the definition of the conditional probability, we have Pr(F = n→ E =
m|ρ) = Pr(F = n|ρ)Pr(E = m|ρn) = TrA

(
Emρ

′
n

)
where ρ′n := Pr(F = n|ρ)ρn .

On the other hand, by (5.86) and (5.87), we have Pr(F = n → E = m|ρ) =
TrAB(Em⊗Fnρ) = TrA{Em(TrB IA⊗Fnρ)}. As POVM E = {Em}m is arbitrary, we
have ρ′n = Pr(F = n|ρ)ρn = TrB(IA⊗Fnρ). Taking the trace over A gives Pr(F =
n|ρ) = TrAB(IA⊗Fnρ). Thus we obtain ρn = TrB(IA⊗Fnρ)/TrAB(IA⊗Fnρ).

In order to show the physical realizability of any TPCP map, we consider a mea-
surement process from a system A to another system B in an indirect measurement
(see Sect. 5.3.2.2). Let E be an ancilla system and let ρ ⊗ ρB ⊗ ρE be an initial
state of the composite system A+ B+E. After letting a unitary time evolution as
ρ⊗ρB⊗ρE → U (ρ⊗ρB⊗ρE)U †, we perform a measurement of a meter observable
X =∑

m m Pm on the system E. From Proposition 5.14, the post-measurement state
ρm of the system B subject to the measurement outcome m is given by

ρm = TrAE{(IA⊗ IB⊗Pm)(Uρ⊗ ρB ⊗ ρEU †)}/TrABE{· · · }. (5.88)

(“· · · ” abbreviates the inside of the trace in the numerator.) In the case of A = B,
we have

ρm = TrE{(IA⊗Pm)(Uρ⊗ ρEU †)}/TrAE{· · · }. (5.89)

The following theorem gives a physical realization of any CP instrument:

Theorem 5.7 A measurement process with any CP instrument can be physically
realizable by an indirect measurement.

Proof Let A and B be the initial and final quantum systems with associated Hilbert
spaces HA,HB. As any CP instrument can be realized by a tuple of measurement
operators with discarding a partial information (see footnote 47), it is enough to show
that any measurement process with measurement operators {Vm : HA → HB}nm=1 can
be physically realizable by an indirect measurement. For the notational simplicity,
we put M = {1, . . . , n}.

We can use an arbitrary n-dimensional system E as an ancilla system. For any
ONB {|i〉}ni=1 of HE and unit vectors |ξ〉 ∈ HA, |η〉 ∈ HB, there exists a unitary
operator U on HA⊗HB⊗HE such that

U |ψ〉 ⊗ |η〉 ⊗ |1〉 =
n∑

k=1

|ξ〉 ⊗ Vk |ψ〉 ⊗ |k〉 (∀|ψ〉 ∈ HA). (5.90)

(One can show the existence of such a unitary operator U by using
∑

m V †
m Vm = IA

and Exercise 5.15).
Using these ingredients, we construct the indirect measurement as follows: Let

ρ be an arbitrary initial state of A and let |η〉〈η|, |1〉〈1| be the fixed initial states



5.3 Reformulation of Quantum Mechanics 125

of B and E, respectively. After the unitary time evolution by the unitary operator
(5.90), we perform a PVM measurement {|m〉〈m|}m on E. Then, by using (5.88), the
post-measurement state of B with the pure input state ρ = |ψ〉〈ψ| ∈ S(HA) is given
by

TrAE{(IA⊗ IB⊗|m〉〈m|)(U |ψ〉 ⊗ |η〉 ⊗ |1〉〈ψ| ⊗ 〈η| ⊗ 〈1|U †)}
=

∑
k,l

TrAE(IA⊗ IB⊗|m〉〈m|)(|ξ〉〈ξ| ⊗ Vk |ψ〉〈ψ|V †
l ⊗ |k〉〈l|)

=
∑
k,l

〈ξ|ξ〉〈m|k〉〈l|m〉Vk |ψ〉〈ψ|V †
l = Vm |ψ〉〈ψ|V †

m = �m(ρ). (5.91)

By the affine property of �m , (5.91) holds for any state ρ ∈ S(HA). We have thus
proved that a measurement process by arbitrary measurement operators {Vm}m is
realizable by an indirect measurement.49

We conclude this chapter by adding the general description of measurement
processes to our formulations:

[Formulation 4] A general measurement process of a quantum system is
described by a CP-instrument {�m}m∈M such that the probability to get an
outcome m is given by

Pr(M = m|ρ) = Tr�m(ρ), (5.92)

while the post-measurement state is given by

ρ
got m�→ ρm = �m(ρ)/Tr�m(ρ). (5.93)
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Chapter 6
Information Quantities in Quantum Systems

6.1 Introduction

In this chapter, we introduce several information quantities such as the von Neu-
mann entropy, the quantum relative entropy, the quantum mutual information, and the
fidelity, which are utilized in the analysis of quantum information processing. Since
it is better to understand classical and quantum information quantities at the same
time, the first part of this chapter is devoted to corresponding quantities in classi-
cal information theory. We concentrate on various mathematical properties of these
quantities in detail before studying quantum information processing treated in the
subsequent chapters. Readers who might not feel interested could skip the details of
this chapter and come back again according to need. If we understand some funda-
mental properties of the entropy, typical sequences, and the von Neumann entropy,
we can proceed to the next chapter (Chap. 7). In Chap. 8, we utilize some properties
of the quantum relative entropy and the Holevo mutual information. In Chap. 9, the
trace distance and the entanglement fidelity are used effectively.

Classical information quantities such as the entropy and the mutual information
are formulated by Shannon [1, 2]. He gave these quantities a definite and operational
meaning by establishing the source coding theorem and the channel coding theorem,
which characterize, respectively, the optimal compression rate of data and the optimal
transmission rate of message over noisy channels.

Later from 1960s to 1970s, several researchers studied message transmission us-
ing carriers obeying the quantum mechanics, because weak power lasers have indis-
pensable quantum mechanical effects and we can not apply the original information
theory by Shannon directly. Significant studies in these ages include quantum hy-
pothesis testing (Helstrom [3], Holevo [4], Yuen [5, 6]), quantum estimation theory
(Holevo [7], Yuen [5, 6]), and quantum channel coding (Holevo [8, 9]), which laid
the foundation of quantum information theory today.

As in the classical case, in quantum information theory it is possible to formu-
late information processing under quantum mechanics by introducing information
quantities appropriately. At the same time, mathematical properties of some infor-

M. Hayashi et al., Introduction to Quantum Information Science, 127
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mation quantities enable us to study efficiency and possibility (or impossibility) of
quantum information processing. It has been made clear by subsequent studies after
1990s what kinds of information quantities are useful. All of quantities introduced
in this chapter are standard and known as useful from operational studies in quantum
information theory.

For further studies we introduce some textbooks, which were referred to in writ-
ing this chapter. As a reference of classical information theory, [10] is known as a
standard textbook. We also refereed to [11] for typical sequences. As a textbook of
quantum information theory, [12] has an established reputation. The textbook [13]
treats various contents from an introduction to advanced topics, and it is useful for
the readers of this book to study further developments. Also [14, 15] are known as
textbooks which treat quantum information quantities and processing in geometrical
view points.

6.2 Information Quantities in Classical Systems

6.2.1 Shannon Entropy

When we throw a dice, we observe the values X = 1, 2, . . . , 6 with probability 1/6.
As in this example, a variable X is called the random variable if it is combined with its
probability. Hereafter the range of X , i.e., the set of root events, is denoted by X . In
the example of a dice, we have X = {1, 2, . . . , 6}. For simplicity X is supposed to be
finite. In the case of discrete random variables, we can identify a random variable X
with a probability distribution (or probability mass function) P : x ∈ X �→ P(x) ∈
[0, 1] which satisfies the regularity condition

∑
x∈X P(x) = 1.

To make the correspondence between random variables and their probability dis-
tributions clear, the probability distribution of X is denoted by PX (x) or Pr{X = x},
which is the probability that the random variable X takes a realization x . For another
random variable Y , we make difference of probability distributions by the subscript
as PY (y) = Pr{Y = y}. It should be noted that the notation PY (x) = Pr{Y = x}
(x ∈ X ) is valid if a random variable Y ranges the identical set X with X . However, it
is sometimes useful and simple to distinguish the probability distributions by differ-
ent characters P(x) and Q(x) in this case. We will use both notations interchangably.
Using the subscript notation is useful when many random variables appear.

The joint probability of X and Y is written as PXY (x, y) = Pr{X = x,Y = y}.
Then the marginal probability distributions are calculated by PX (x) = ∑

y∈Y
PXY (x, y) and PY (y) =∑

x∈X PXY (x, y), respectively.
The Shannon entropy is known as the amount of uncertainty of a random variable

X , and it quantifies how much knowledge is obtained after the actual value of X is
observed. Such meaning has been established rigorously through the source coding
theorem by Shannon, as the number of required bits to represent X in a binary
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Fig. 6.1 The graph of the binary entropy h(p)

sequence. The Shannon entropy of a random variable X on a set X is defined by

H(X) := −
∑
x∈X

PX (x) log PX (x). (6.1)

Here and hereafter we regard 0 log 0 as 0 when PX (x) = 0 for some x , since we have
limt→0 t log t = 0. Note that H(X) is a functional of the probability distribution
PX , and hence, it is sometimes denote by H(PX ). The Shannon entropy is called the
entropy if no confusion with the von Neumann entropy is likely to arise.

If a random variable takes its value in an alternative choice X = {x1, x2}, then
the probability distribution is given by PX (x0) = p, PX (x1) = 1 − p, where p is
a real number satisfying 0 ≤ p ≤ 1. The entropy in this case is called the binary
entropy and written as

h(p) := −p log p − (1− p) log(1− p) (0 ≤ p ≤ 1). (6.2)

The graph of the binary entropy is shown in Fig. 6.1.
For example, let us imagine the situation in which we want to tell the outcome of

coin tossing to people in a distant place. For the coin with the probability p = 1/2,
we need to send 1 bit of information; 1 for ‘head’ and 0 for ‘tail’. Thus we can say that
the random variable of coin tossing has h(1/2) = 1 bit of information or uncertainty.

On the other hand in the case p = 1, since it is clear that the actual result must
be ‘head,’ we do not need to send any information. In other words, the amount of
information we should send is h(1) = 0 bit. In the same way, in the case p = 0, the
amount of information is h(0) = 0 bit.
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In the intermediate case 0 < p < 1, the entropy takes the value 0 < h(p) < 1,
which quantifies the uncertainty of coin tossing. The meaning of the entropy in this
case is explained in the next subsection.

Exercise 6.1 Calculating derivatives h′(p), h′′(p), show that h(p) (0 ≤ p ≤ 1) is
a concave function (see Sect. A.4) and verify the shape of Fig. 6.1.

Exercise 6.2 Calculate the entropy H(P) for the probability distribution P(a) =
1/2, P(b) = 1/4, P(c) = 1/8, P(d) = 1/8.

Let us verify that the entropy H(X) is non-negative in general. Given a random
variable X and a real valued function f : X → R, since the function f (X) also
takes values randomly depending on X , f (X) is considered to be a random variable.1

In this case, the expectation of f (X) is given by E [ f (X)] = ∑
x∈X PX (x) f (x).

Considering the function f (x) = − log PX (x), the entropy is expressed in the form
of the expectation, i.e., H(X) =∑

x∈X PX (x){− log PX (x)}. Thus it is easy to see
that the entropy is non-negative because f (x) is non-negative for 0 ≤ PX (x) ≤ 1.

Further we show the necessary and sufficient condition for H(X) = 0. Note
that H(X) is obtained by summing non-negative values PX (x){− log PX (x)} over
x ∈ X . Hence H(X) = 0 holds if and only if PX (x){− log PX (x)} = 0 for all x ∈ X ,
which is equivalent to PX (x) = 0 or PX (x) = 1. From the regularity condition of
the probability, this condition is equivalent to the existence of x0 ∈ X such that
PX (x0) = 1. These discussions are summarized as the following lemma.

Lemma 6.1 (non-negativity of the entropy) H(X) ≥ 0 and the equality holds if and
only if there exists x0 ∈ X such that PX (x0) = 1. In other words the equality holds
if and only if the random variable X is deterministic.

In Sect. 6.2.8, we show that the range of the entropy is 0 ≤ H(X) ≤ log |X |, and
it takes the maximum H(X) = log X if and only if PX (x) = 1

|X | (the uniform
distribution on X ).

Exercise 6.3 There are 2n elements of n-bit binary sequences x1, x2, . . . , xn . Con-
versely how many bits are required to represent all elements of the set X =
{1, 2, . . . ,M} in binary sequences?

6.2.2 Entropy and Typical Sequence

In this subsection, to make the meaning of the entropy clear, we introduce the typical
sequence. For example let us consider coin tossing with the probability p for ‘head’
and 1 − p for ‘tail’. Suppose that identical and independent trials for coin tossing
are made n times. As for the number of trials n, we imagine a large number such as

1 Strictly speaking, given a probability space (�,F, P), a random variable is a function from the
sample space � to a set X . f (X) is considered to be the composite function f ◦ X .
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n = 100 or n = 1000. Let 1 and 0 denote ‘head’ and ‘tail’ of the coin, respectively.
First, we consider the case p = 2

3 and n = 12 for simplicity. Then which sequence
is likely to arise among the following?

(1) 111111111111 (2) 101110011101 (3) 000000000000

The probabilities that these sequences arise are, respectively, given by (1) (2/3)12, (2)
(2/3)8(1/3)4, (3) (1/3)12. Apparently the sequence (1) with all bits 1 has the largest
probability. However it should be noted that the expectation of the coin tossing is
1 × 2/3 + 0 × 1/3 = 2/3. If we do not distinguish the order of 1 and 0, it is the
most likely to observe “sequences like (2)” that has the frequency of 1 and 0 close
to the probability p and 1 − p. Note that (1) is the only sequence with all bits 1,
while the number of “sequences like (2)” is the combination 12C8, that is, sequences
which include 8 bits of ‘1’ and 4 bits of ‘0.’ Summing over the probabilities of these
sequences, we have 12C8(2/3)8(1/3)4 = 0.23845, which is much larger than the
probability of (1), (2/3)12 = 0.0077073. Furthermore if the length of the sequence
is large enough as n = 100 or n = 1000, it is shown from the law of large numbers
that “sequences like (2)” arise almost with probability 1.

Hereafter, following the notation in information theory, we use subscripts to in-
dicate the place in a sequence of random variables X1, X2, . . . , Xn and their actual
values x1, x2, . . . , xn ∈ X , while we use superscripts to show the combined vec-
tors Xn = (X1, X2, . . . , Xn) and xn = (x1, x2, . . . , xn) ∈ X n . If X1, X2, . . . , Xn

are drawn independently and identically according to a probability distribution P ,
the joint probability distribution is given by PXn (xn) = P(x1)P(x2) · · · P(xn). In
this case, we say that Xn = (X1, X2, . . . , Xn) are independent and identically
distributed (i.i.d.) subject to P .

For a sequence of real random variables Xn = (X1, X2, . . . , Xn), Sn :=
1
n

∑n
i=1 Xi is called the arithmetic mean. Note that Sn is also a random variable

as it is a function of the random variable Xn , and Sn takes its value with probabilistic
fluctuations. However, if Xn are drawn independently and identically and the number
of trials n is large enough, it is expected that the arithmetic mean Sn takes the value
close enough to the expectation μ = E[X1] = E[X2] = · · · = E[Xn]. This fact is
stated rigorously as the law of large numbers.

Theorem 6.1 (The weak law of large numbers) Let X1, X2, . . . , Xn be i.i.d. random
variables subject to P. If the variance V [X1] is finite, it holds that for any ε > 0,

lim
n→∞Pr

{∣∣∣∣∣
1

n

n∑
i=1

Xi − μ
∣∣∣∣∣ > ε

}
= 0,

where μ = E[X1] = E[X2] = · · · = E[Xn] is the expectation.

The proof of the theorem is left as an exercise for readers.

Exercise 6.4 Prove the law of large numbers in the following steps.
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(1) (Markov’s inequality) For any non-negative random variable Z and any real
number a > 0, we have Pr{Z > a} ≤ E[Z ]

a .
(2) (Chebyshev’s inequality) Let μ = E[X ] be the expectation of a random vari-

able X , and V [X ] = E[(X − μ)2] be the variance. For any ε > 0, we have
Pr{|X − μ| > ε} ≤ V [X ]

ε2
.

(3) For i.i.d. random variables X1, X2, . . . , Xn , complete the proof of the law
of large numbers by showing that the variance of the arithmetic mean Sn =
1
n

∑n
i=1 Xi is given by V [Sn] = V [X1]

n .

Let us discuss several properties of typical sequences using the law of large num-
bers. In the example above, it is likely to observe xn = (x1, x2, . . . , xn) ∈ X n

that has the frequency close to the probability P(a) for any character a ∈ X ,
when the sequence of random variable is drawn i.i.d. from P . Here let δa(x) be
the function (Kronecker’s delta) which takes the value 1 for x = a and 0 other-
wise. Then we can calculate the frequency of the character a in a sequence xn by
Pxn (a) := 1

n

∑n
i=1 δa(xi ). The frequency Pxn (a) is called the empirical distribution

in statistics and the type in information theory. Note that PXn (xn) and Pxn (a) have
different meanings; PXn (xn) is the probability that the sequence xn arises while
Pxn (a) is the empirical distribution for a single character a in the sequence xn .

A sequence xn ∈ X n is called strong typical if the empirical distribution Pxn (a)
and the probability P(a) are close enough for any character a ∈ X . Precisely speak-
ing, for any fixed ε > 0, the set of strong typical sequences is defined by

Bn,ε :=
{

xn ∈ X n|∀a ∈ X , |Pxn (a)− P(a)| ≤ εP(a)
}
.

Noting that P(a) = 0 ⇒ Pxn (a) = 0 if xn ∈ Bn,ε, we can see that the character a
with P(a) = 0 never appears in the sequence xn = (x1, x2, . . . , xn) ∈ Bn,ε. Since
E[δa(Xi )] = P(a) (i = 1, 2, . . . , n), we can show from the law of large numbers
that the event Bn,ε happens almost with probability 1 for sufficiently large n.

Pr{Bc
n,ε} = Pr

{
∃a ∈ X ,

∣∣∣∣∣
1

n

n∑
i=1

δa(Xi )− P(a)

∣∣∣∣∣ > εP(a)

}

≤
∑
a∈X

Pr

{∣∣∣∣∣
1

n

n∑
i=1

δa(Xi )− P(a)

∣∣∣∣∣ > εP(a)

}
(n→∞)−−−−→ 0, (6.3)

where we have used the fact that the finite sum and the limit can be exchanged, the
weak law of large numbers,2 and

Pr

{∣∣∣∣∣
1

n

n∑
i=1

δa(Xi )− P(a)

∣∣∣∣∣ > εP(a)

}
= Pr

{
1

n

n∑
i=1

δa(Xi ) > 0

}
= 0

when P(a) = 0.

2 Note that V [δa(Xi )] = P(a){1− P(a)} <∞.



6.2 Information Quantities in Classical Systems 133

In elementary discussions in classical and quantum information theory, we of-
ten use a rather weak form of the definition for typical sequences. Let Xn =
(X1, X2, . . . , Xn) be independently and identically distributed according to P . Then
− log P(Xi ) (i = 1, 2, . . . , n) is also i.i.d. random variables with the expectation
E[− log P(Xi )] = H(P). Let us define a subset of X n for a fixed ε > 0 by

An,ε =
{

xn ∈ X n
∣∣∣∣
∣∣∣∣−1

n
log PXn (xn)− H(P)

∣∣∣∣ ≤ ε
}
. (6.4)

Since we have − 1
n log PXn (xn) = − 1

n

∑n
i=1 log P(xi ), the weak law of large num-

bers yields Pr{An,ε} n→∞−−−→ 1. An element of An,ε is called a weak typical sequence
with respect to P . We often call weak typical sequences as typical sequences when
no confusion is likely to arise.

Exercise 6.5 Show that a strong typical sequence is a weak typical sequence by the
following steps.

(1) For a sequence xn ∈ Bn,ε, we have

−1

n

n∑
i=1

log P(xi ) = −
∑
a∈X

Pxn (a) log P(a).

(2) Show that xn ∈ Bn,ε⇒ xn ∈ An,ε′ , where we put

M := max
a:P(a) 
=0

{− log P(a)}, ε′ := Mε.

Theorem 6.2 We have the following properties for the typical sequence.
(i) For any ε > 0, we have limn→∞ Pr{An,ε} = 1
(ii) xn ∈ An,ε ⇔ 2−n(H(X)+ε) ≤ PXn (xn) ≤ 2−n(H(X)−ε)
(iii) |An,ε| ≤ 2n(H(X)+ε)
(iv) For any ε > 0 and any δ > 0, we have (1 − δ)2n(H(X)−ε) ≤ |An,ε| for any
sufficiently large n.

The property (i) states that the typical set has the probability 1, which was already
shown as a result of the law of large numbers. The property (ii) is just an equivalent
modification of the definition of the weak typicality, and (ii) states that each element
in the typical set is equally probable and PXn (xn) � 2−n(H(X)±ε).3 Combining (iii)
and (iv), we can see that |An,ε| � 2n(H(X)±ε) for the number of elements of the
typical set. These properties show that, in the asymptotic regime n → ∞, equally
probable elements with the probability almost 2−nH(X) is combined together to be
the probability 1, which is called the asymptotic equipartition property, AEP.

3 It should be noted that sequences in An,ε have considerably different probabilities with different
exponents within ±ε. The statement means just the expression for the exponents.
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For the proof of the theorem, it is enough to show (iii) and (iv). Since the probability
of the subset An,ε is always less than 1, it holds from (ii) that 1 ≥∑

xn∈An,ε
Pn(xn) ≥

|An,ε| · 2−n(H(X)+ε). Multiplying the both sides by 2n(H(X)+ε), we obtain (iii). From
(i), for any δ > 0 and for any sufficiently large n, we have Pr{An,ε} ≥ 1− δ. Hence
using (ii), we obtain 1− δ ≤∑

xn∈An,ε
Pn(xn) ≤ |An,ε| · 2−n(H(X)−ε). Multiplying

the both sides by 2n(H(X)−ε) leads to (iv).

Example 6.1 Let us consider coin tossing treated in the previous subsection, in
which the probability of the head is given by 0 ≤ p ≤ 1. If we toss the identical
coin n times, how many binary bits are required to send the outcome to people in a
distant place with almost zero error probability. If n is large enough, an element in
the typical set An,ε arises with equal probability. Since |An,ε| � 2nh(p), by encoding
each element of the typical set in log |An,ε| � nh(p) bits, we can tell the result with
almost zero error. By this encoding scheme, we can send the outcome using nh(p)
bits, which is h(p) bits per one coin, while just sending the outcome requires n bits.

6.2.3 Joint Entropy and Conditional Entropy

For a pair of random variable (X,Y ) on the product set X ×Y , the joint entropy is
given by

H(X,Y ) = −
∑

(x,y)∈X×Y
PX,Y (x, y) log PX,Y (x, y), (6.5)

which is obtained by applying the definition of the entropy to the joint distribution
PXY (x, y). Given the joint distribution PXY (x, y), we can calculate the marginal
distribution PX (x) =∑

y∈Y PXY (x, y) and the conditional probability distribu-
tion PY |X (y|x) = PXY (x, y)/PX (x) (see the footnote 18, page 94). In the following,
PY |X (y|x) is written as P(y|x) if no confusion is likely to arise from the context.

For a fixed x , we can calculate the entropy of P( · |x) corresponding to Y , which
is denoted by H(Y |x) := H(P( · |x)). Then the conditional entropy is defined as
the expectation of H(Y |x) by PX (x):

H(Y |X) :=
∑
x∈X

PX (x)H(Y |x). (6.6)

The following lemma would be obvious from the definition above and non-negativity
of the entropy (Lemma 6.1).

Lemma 6.2 (non-negativity of the conditional entropy) H(Y |X) ≥ 0 and equality
holds if and only if, for any x with PX (x) > 0, Y can be decided deterministically
depending on x. That is to say, Y is a function of X.

As a relation between the entropy and the conditional entropy, the chain rule
holds:
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H(X,Y ) = H(X)+ H(Y |X). (6.7)

The proof of the chain rule is left as an exercise for readers.

Exercise 6.6 Show the chain rule in the following steps.

(1) Show that the conditional entropy is written as an expectation in the following
form.

H(Y |X) = −
∑
x∈X

∑
y∈Y

PXY (x, y) log PY |X (y|x).

(2) From PXY (x, y) = PX (x)PY |X (y|x), we have

− log PXY (x, y) = − log PX (x)− log PY |X (y|x).

Show the chain rule by taking the expectation under the distribution PXY (x, y)
in the both sides.

6.2.4 Conditional Probability and Classical Channel

In this subsection, we introduce the concept of classical channel by which a noise or
data processing is represented. Then in the next subsection, we study the monotonicity
of the divergence with respect to classical channels. If no confusion is likely to arise,
the classical channel is merely called the channel in this chapter. In Sect. 5.3.3, we
have studied that the TPCP map is the concept representing a quantum mechanical
noise or information processing to change quantum states. Therefore a TPCP map is
sometimes called a quantum channel or a quantum operation. A classical channel
is considered as a restriction of a TPCP map to the classical system.

A conditional probability distribution W (y|x) (x ∈ X , y ∈ Y) from the set
X to the set Y is defined by a function satisfying 0 ≤ W (y|x) ≤ 1 (∀y ∈ Y) and∑

y∈Y W (y|x) = 1 for all x ∈ X . In other words, it is a probability distribution
depending on each x ∈ X . A conditional probability W (y|x) is called a channel,
since it represents the probabilistic input/output relation that the output character
y ∈ Y is obtained with probability W (y|x) depending on the input x ∈ X .

If the probability distribution P(x) and the channel W (y|x) are given, we can de-
fine the joint probability by PXY (x, y) = P(x)W (y|x), and the marginal probability
is calculated as PY (y) =∑

x∈X P(x)W (y|x). Since it is determined depending on
P(x), we denote this probability distribution by Λ(P)(y) := ∑

x∈X P(x)W (y|x).
Thus using the channel W , we can define the map:

Λ : P ∈ P(X ) �→ Λ(P) =
∑
x∈X

P(x)W (·|x) ∈ P(Y), (6.8)

http://dx.doi.org/10.1007/978-3-662-43502-1_5
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where P(X ) and P(Y) are the sets of probability distributions on X and Y , re-
spectively. It is easy to see that the map is positive (1-positive) and affine, i.e.,
Λ(t P1+ (1− t)P2) = tΛ(P1)+ (1− t)Λ(P2), 0 ≤ t ≤ 1. Conversely, an affine and
positive map Γ from P(X ) to P(Y) is considered to be a channel. Indeed, let δa(x)
be a probability distribution taking the value 1 on x = a (i.e., Kronecker’s delta).
Then we can see that W (y|a) = Γ (δa)(y) is a conditional probability. Therefore
we can identify the conditional probability W (y|x) with the map (6.8) that is affine,
positive, and probability preserving (corresponding to trace preserving). In the fol-
lowing, both concepts are called the channel. Especially, Λ is called Markov map,
and it is sometimes written as ΛW to show the explicit relation with W (y|x).

As a special case, a map f : X → Y is regarded as a deterministic channel
W f (y|x) := δ f (x)(y) (Kronecker’s delta), which outputs f (x) ∈ Y deterministically
depending on the input x ∈ X . For a probability distribution P on X , we have

ΛW f (P)(y) =
∑
x∈X

P(x)W f (y|x) =
∑

x : y= f (x)

P(x). (6.9)

Hence the channel W f acts as a coarse graining if the map f : X → Y is not
injective.

It is also shown that the operation to derive the marginal distribution from a joint
distribution P(x, y) is a channel. Indeed, let us consider the map f : (x, y) �−→ x ,
which takes only x from the pair (x, y). Then we have the corresponding conditional
probability W f (x ′|x, y) := δ f (x,y)(x ′). Using (6.9) we obtain

ΛW f (P)(x
′) =

∑
(x,y)

P(x, y)W f (x
′|x, y) =

∑
(x,y)

P(x, y)δx (x
′) =

∑
y

P(x ′, y),

from which we can see that the channel W f derives the marginal distribution.
Finally we will show that the operation to give a probabilistic combination is

again a channel. Let P1(x), P2(x), . . . , PN (x) (x ∈ X ) be probability distributions
on X . Given a probability distribution π = (π1,π2, . . . ,πN ) on the indices i =
1, 2, . . . , N , we can define the joint distribution P(i, x) := πi Pi (x) for the pair (i, x).
Then the marginal distribution for x ,

∑N
i=1 P(i, x) = ∑N

i=1 πi Pi (x) =: Pπ(x),
is a probability distribution on X . We write the probability distribution as Pπ =∑N

i=1 πi Pi , which is called the probabilistic combination of Pi byπ. The probabilistic
combination gives the marginal distribution for x ∈ X when we can not obtain the
information about the index i = 1, 2, . . . , N .

6.2.5 Divergence

We sometimes use the phrase that two data are similar or distant. In mathematical
treatment in information theory, we suppose that there are underlying probability
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distributions from which these data are drawn. The divergence is a measure of
distance between two probability distributions. For probability distributions P(x),
Q(x), the divergence is defined by

D(P||Q) :=
∑
x∈X

P(x) log
P(x)

Q(x)
. (6.10)

Remark 6.1 We make the following agreement to treat 0 in the function s log s
t .

This remark may be skipped over at the first time of reading.
(a) If t > 0, 0 log 0

t = lims→0 s log s
t = 0. (b) If s > 0, s log s

0 =
limt→0 s log s

t = +∞. (c) When (s, t) → (0, 0), the limit of s log s
t can not be

decided. In this case, we treat the element x satisfying P(x) = Q(x) = 0 as ex-
cluded from X and make the agreement that 0 log 0

0 = 0.
Note that, when Q(x) = 0 for some x , the divergence is finite if and only if

P(x) = 0. Thus we have D(P||Q) <∞⇔ supp P ⊂ supp Q, where for a function
f (x), supp f is the support of f and defined by supp f := {x ∈ X | f (x) 
= 0}.
The divergence is not a genuine distance satisfying the axiom of distance given in
Definition A.2, because it is an asymmetric functional of probability distributions.
However it is useful to regard the divergence as a kind of distance in information
theory and statistics. We can give the divergence an operational meaning as a mea-
sure of distinguishability through the theory of hypothesis testing. Also it is possible
to understand many properties of the entropy and the mutual information as those
of the divergence. As the name divergence is commonly used in information theory,
it is called the relative entropy in statistical mechanics, and Kulback-Leibler infor-
mation in mathematical statistics, respectively. The divergence has the following
properties.

Lemma 6.3 (properties of the divergence)
(i) non-negativity: D(P||Q) ≥ 0 (equality holds if and only if P = Q)
(ii) monotonicity: For any channel Λ, it holds that

D(P||Q) ≥ D(Λ(P)||Λ(Q)), (6.11)

where the equality holds if and only if there exists a channel Γ such that Γ (Λ(P)) =
P, Γ (Λ(Q)) = Q.
(iii) joint convexity: For any probability distributions P1, P2, Q1, Q2 and any real
number 0 ≤ t ≤ 1, we have

t D(P1||Q1)+ (1− t)D(P2||Q2) ≥ D (t P1 + (1− t)P2||t Q1 + (1− t) Q2) .

(6.12)
(iv) additivity: If PX1Y1(x, y) = PX1(x)PY1(y) and PX2Y2(x, y) = PX2(x)PY2(y),
then

D(PX1Y1 ||PX2Y2) = D(PX1 ||PX2)+ D(PY1 ||PY2). (6.13)
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The additivity (iv) is easily shown by a direct calculation. The proofs of the other
properties are given as those of the f -divergence in the next subsection. The property
(ii) is called the monotonicity with respect to channels, and a similar inequality also
holds for the mutual information (Sect. 6.2.7). The divergence and the mutual infor-
mation have rigorous and operational meanings, that is, the divergence represents
distinguishability, and the mutual information represents the message transmission
rate. It is natural that under noise or data processing these operational quantities
never get better but get worse in general, which is the meaning of the monotonicity
inequality. From these reasons, the monotonicity is also called the data process-
ing inequality. Also in quantum systems, various information quantities satisfy the
monotonicity with respect to the quantum channel (TPCP map).

Exercise 6.7 Show the additivity of the divergence (iv).

6.2.6 f -Divergence

For each convex function f , we can define an information quantity so called the
f -divergence [16], which constitutes a family of information quantities including
the divergence and other important quantities. Various properties of the divergence
presented in the previous subsection are proved here as those of the f -divergences.

For a convex function f : J ⊂ R→ R (see Appendix A.4) the f -divergence is
defined by

D f (P||Q) :=
∑
x∈X

P(x) f

(
Q(x)

P(x)

)
, (6.14)

where we treat 0 which occurs in P(x) or Q(x) in the same way as Remark 6.1. For
example, if f (t) = − log t , we have

D f (P||Q) = −
∑
x∈X

P(x) log
Q(x)

P(x)
=

∑
x∈X

P(x) log
P(x)

Q(x)
, (6.15)

which is nothing but the divergence D(P||Q).
Theorem 6.3 (Monotonicity of the f -divergence) For any probability distributions
P(x), Q(x) (x ∈ X ) and any channel W (y|x) (x ∈ X , y ∈ Y), we have

D f (P||Q) ≥ D f (ΛW (P)||ΛW (Q)). (6.16)

In the case that f is a strictly convex function, the equality holds if and only if there
exists a channel V (x |y) such that ΛV (ΛW (P)) = P and ΛV (ΛW (Q)) = Q.

Proof Define joint distributions depending on P , Q by PX1Y1(x, y) = P(x)W (y|x)
and PX2Y2(x, y) = Q(x)W (y|x). Then we have
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D f (PX1Y1 ||PX2Y2) =
∑
x∈X

∑
y∈Y

P(x)W (y|x) f

(
Q(x)W (y|x)
P(x)W (y|x)

)

=
∑
x∈X

P(x)
∑
y∈Y

W (y|x) f

(
Q(x)

P(x)

)
=

∑
x∈X

P(x) f

(
Q(x)

P(x)

)

= D f (P||Q). (6.17)

On the other hand, we can rewrite the joint distributions using conditional probabil-
ities in the opposite direction as PX1Y1(x, y) = PY1(y)PX1|Y1(x |y), PX2Y2(x, y) =
PY2(y)PX2|Y2(x |y). Applying Jensen’s inequality (A.31) to the convex function f ,
we obtain (6.16) as follows.

D f (P||Q) = D f (PX1Y1 ||PX2Y2)

=
∑
y∈Y

PY1(y)
∑
x∈X

PX1|Y1(x |y) f

(
PY2(y)PX2|Y2(x |y)
PY1(y)PX1|Y1(x |y)

)

≥
∑
y∈Y

PY1(y) f

(∑
x∈X

PX1|Y1(x |y)
PY2(y)PX2|Y2(x |y)
PY1(y)PX1|Y1(x |y)

)

=
∑
y∈Y

PY1(y) f

(∑
x∈X PY2(y)PX2|Y2(x |y)

PY1(y)

)

=
∑
y∈Y

PY1(y) f

(
PY2(y)

PY1(y)

)
= D f (ΛW (P)||ΛW (Q)). (6.18)

Next we show the condition for the equality. Suppose that there exists a channel
V (x |y) such that ΛV (ΛW (P)) = P , ΛV (ΛW (Q)) = Q. Applying (6.18) twice
which has already been proved, we can show the equality in (6.16).

D f (P||Q) ≥ D f (ΛW (P)||ΛW (Q))

≥ D f (ΛV (ΛW (P))||ΛV (ΛW (Q))) = D f (P||Q).

If f (t) is strictly convex, the equality in (6.18) holds only if arguments of the function
are the same in each inequalities for any y.4 Thus there exists a constant C(y) such
that for all x

PY2(y)PX2|Y2(x |y)
PY1(y)PX1|Y1(x |y)

= PY2(y)

PY1(y)
= C(y) (6.19)

holds, from which we have
PX2 |Y2 (x |y)
PX1|Y1 (x |y) = 1. Let V (x |y) = PX1|Y1(x |y) =

PX2|Y2(x |y), then we obtain ΛV (ΛW (P)) = P , ΛV (ΛW (Q)) = Q. �

4 Strictly speaking, we should discuss the case, that PY1 (y) or PX1|Y1 (x |y) might be 0, carefully in
the same way as Remark 6.1.
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Corollary 6.1 (non-negativity of the f -divergence) D f (P||Q) ≥ f (1) holds. If f
is a strictly convex function, the equality holds if and only if P = Q. Especially
when f (1) = 0, we have D f (P||Q) ≥ 0.

Proof As a special case of Markov map, let Λ0 be a map which outputs a certain
probability P0 for any input distribution. Then, since Λ0(P) = Λ0(Q) = P0, the
monotonicity of the f -divergence yields

D f (P||Q) ≥ D f (Λ0(P)||Λ0(Q)) = f (1). (6.20)

Concerning the condition for the equality, if P = Q then it clearly holds that
D f (P||Q) = f (1). Conversely when f is a strictly convex function, D f (P||Q) =
f (1) implies the existence of a Markov map Γ satisfying P = Γ (Λ0(P)) = Γ (P0)

and Q = Γ (Λ0(Q)) = Γ (P0), which means P = Q. �

Theorem 6.4 (joint convexity of the f -divergence) Let Pi (x), Qi (x) (i = 1, 2,
. . . , N ) be probability distributions on X and π = (π1,π2, . . . ,πN ) be a probability
distribution on the set of indices {1, 2, . . . , N }. Let

∑N
i=1 πi Pi and

∑N
i=1 πi Qi be

stochastic mixtures. Then we have

N∑
i=1

πi D f (Pi ||Qi ) ≥ D f

(
N∑

i=1

πi Pi

∥∥∥
N∑

i=1

πi Qi

)
. (6.21)

Especially, the f -divergence is a convex function with respect to one argument
when the other argument is fixed, i.e.,

N∑
i=1

πi D f (Pi ||Q) ≥ D f

( N∑
i=1

πi Pi

∥∥∥Q

)
, (6.22)

N∑
i=1

πi D f (P||Qi ) ≥ D f

(
P

∥∥∥
N∑

i=1

πi Qi

)
. (6.23)

Proof As described in Sect. 6.2.4, P(i, x) := πi Pi (x) and Q(i, x) := πi Qi (x) are
joint distributions on {1, 2, . . . , N } × X , and P(x) = ∑N

i=1 πi Pi (x) and Q(x) =∑N
i=1 πi Qi (x) are marginal distributions. Then the f -divergence between P(i, x)

and Q(i, x) is calculated as follows.

D f (P||Q) =
N∑

i=1

∑
x∈X

πi Pi (x) f

(
πi Qi (x)

πi Pi (x)

)
=

N∑
i=1

πi

∑
x∈X

Pi (x) f

(
Qi (x)

Pi (x)

)

=
N∑

i=1

πi D f (Pi ||Qi ), (6.24)
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which is the left hand side of (6.21). On the other hand, the right hand side of
(6.21) is the f -divergence between P(x) and Q(x). Since the data processing to
take the marginal distribution is a classical channel, the assertion follows from the
monotonicity of the f -divergence. �

6.2.7 Mutual Information

For a pair of random variables (X,Y ), the mutual information is defined by

I (X; Y ) :=
∑
x∈X

∑
y∈Y

PXY (x, y) log
PXY (x, y)

PX (x)PY (y)
, (6.25)

which is the divergence between the joint distribution PXY (x, y) and the product of
marginal distributions PX (x) = ∑

y∈Y PXY (x, y) and PY (y) = ∑
x∈X PXY (x, y).

The mutual information is a measure of correlation between X and Y as a dis-
tance of the joint random variable from the independent case. It follows from non-
negativity of the divergence that I (X; Y ) ≥ 0 and that the equality holds if and only if
PXY (x, y) = PX (x)PY (y) for ∀x,∀y (X and Y are independent random variables).
Various representations for the mutual information are known as follows:

I (X; Y ) = H(X)+ H(Y )− H(X,Y ), (6.26)

I (X; Y ) = H(X)− H(X |Y ) = H(Y )− H(Y |X), (6.27)

I (X; Y ) =
∑
x∈X

PX (x)D(PY |X ( · |x)||PY ). (6.28)

From (6.27), we can say that the mutual information is a measure of the reduction
in uncertainty of the random variable X by knowing the other random variable Y .
In Sect. 6.3.3, we show that the expressions (6.27) and (6.28) correspond directly to
those for the Holevo mutual information.

Exercise 6.8 Show (6.26) and (6.27).

We can show the representation (6.28) using PXY (x, y) = PX (x)PY |X (y|x) as

I (X; Y ) =
∑
x∈X

∑
y∈Y

PX (x)PY |X (y|x) log
PX (x)PY |X (y|x)

PX (x)PY (y)

=
∑
x∈X

PX (x)D(PY |X ( · |x)||PY ). (6.29)

In the following, we show a proof for the monotonicity of the mutual information.
Among several ways to prove the monotonicity, we employ a method using the
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conditional mutual information and the chain rule of the mutual information,
which would be comprehensible for readers.

For random variables (X,Y, Z), the conditional probability PX Z |Y (x, z|y) gives
the joint distribution of X and Z for a fixed y. Thus we can calculate the mutual
information depending on each realization y.

I (X; Z |y) :=
∑
x∈X

∑
z∈Z

PX Z |Y (x, z|y) log
PX Z |Y (x, z|y)

PX |Y (x |y)PZ |Y (z|y) . (6.30)

The conditional mutual information is defined by taking the expectation with respect
to y:

I (X; Z |Y ) :=
∑
y∈Y

PY (y)I (X; Z |y). (6.31)

It would be clear from non-negativity of the mutual information that I (X; Z |Y ) ≥ 0
and that the equality holds if and only if PX Z |Y (x, z|y) = PX |Y (x |y)PZ |Y (z|y)
(∀x,∀z) holds for any y satisfying PY (y) > 0. If the above equality condition holds,
we say that X , Y , and Z form a Markov chain, which is denoted by X → Y → Z .
This condition is equivalent to

PXY Z (x, y, z) = PY (y)PX Z |Y (x, z|y) = PY (y)PX |Y (x |y)PZ |Y (z|y). (6.32)

Moreover noting that PY (y)PX |Y (x |y) = PXY (x, y) = PX (x)PY |X (y|x), we can
obtain the following equivalent condition.

PXY Z (x, y, z) = PX (x)PY |X (y|x)PZ |Y (z|y). (6.33)

The last condition means that X , Y , and Z are connected in this order by Markov
maps, which gives the origins of the name of “Markov chain” and the notation
X → Y → Z . On the other hand, the condition (6.32) means that X and Z are
independent when a realization of Y is known. Obviously this condition is symmetric
for X and Z , and hence, it is sometimes denoted by X ↔ Y ↔ Z .

In the same way as the entropy, the chain rule of the mutual information holds,
that is,

I (X; Y Z) = I (X; Y )+ I (X; Z |Y ). (6.34)

We show a proof of the monotonicity of the mutual information based on the chain
rule.

Exercise 6.9 Show the chain rule of mutual information by (6.27).

Theorem 6.5 (Monotonicity of the mutual information) If X → Y → Z, we have

I (X; Y ) ≥ I (X; Z). (6.35)

The equality holds if and only if X → Z → Y .
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Proof From the assumption X → Y → Z , we have I (X; Z |Y ) = 0. Thus from the
chain rule of the mutual information,

I (X; Y Z) = I (X; Y )+ I (X; Z |Y ) = I (X; Y ) (6.36)

holds. On the other hand, from the chain rule again and non-negativity of the condi-
tional mutual information, we have

I (X; Y Z) = I (X; Z)+ I (X; Y |Z) ≥ I (X; Z). (6.37)

Combining (6.36) and (6.37), we obtain I (X; Y ) ≥ I (X; Z) and the equality holds
if and only if I (X; Y |Z) = 0, which is equivalent to the condition X → Z → Y . �

6.2.8 Concavity and Subadditivity of the Entropy

In this subsection, we derive several important properties of the entropy from those of
the divergence and the mutual information. A random variable U is called the uniform
random variable on a finite set X if the corresponding probability distribution is the
uniform distribution PU (x) = 1

|X | (x ∈ X ). Let X be a random variable on X . Then
a direct calculation yields

D(PX ||PU ) =
∑
x∈X

PX (x) log
PX (x)

1/|X | = log |X | − H(X) ≥ 0, (6.38)

where we used non-negativity of the divergence (Lemma 6.3 (i)). From this relation,
we have H(X) ≤ log |X | and the equality holds if and only if X is the uniform
random variable. On the other hand, using non-negativity of the mutual information
and (6.26) and (6.27), we have

I (X; Y ) = H(X)+ H(Y )− H(X,Y ) = H(X)− H(X |Y ) ≥ 0,

which leads to

H(X) ≥ H(X |Y ), (6.39)

H(X)+ H(Y ) ≥ H(X,Y ). (6.40)

The equality holds in the both inequalities if and only if I (X; Y ) = 0, i.e., X and
Y are independent. The inequality (6.40) is called subadditivity of the entropy. The
inequality (6.39) means that conditioning reduces the entropy, which is natural from
the meaning of the entropy, a measure of uncertainty. Rewriting (6.39) into a different
notation, we can show the concavity of the entropy (see Sect. A.4):
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H

(
N∑

i=1

πi Pi

)
≥

N∑
i=1

πi H(Pi ). (6.41)

Indeed, let us define a joint distribution by PXY (i, x) = πi Pi (x), then the marginal
distribution of X is given by PX (x) = ∑

i πi Pi (x) and the conditional probability
is given by PX |Y (x |i) = Pi (x). Applying (6.39) to this case, we obtain (6.41).

6.2.9 Fano Inequality

In this subsection, we introduce Fano inequality, which is utilized in Chaps. 8
and 9 related to the converse part of channel coding and the security analysis. Let
us consider a typical situation that a noise changes a random variable X to another
random variable Y according to the conditional probability distribution W (y|x). We
are interested in the problem of estimating X through Y . Let X̂ be the estimation of
X . Since X̂ should depend only on Y , these random variables form Markov chain. Let
Pe = Pr{X 
= X̂} be the error probability of estimation. Then the error probability
is related to the conditional entropy.

Theorem 6.6 (Fano inequality) Let X and X̂ be random variables on X , and Y be
a random variable on Y . Suppose that these random variables form Markov chain
X → Y → X̂ . Let Pe = Pr{X 
= X̂}, then we have

h(Pe)+ Pe log |X | ≥ H(X |X̂) ≥ H(X |Y ). (6.42)

Especially if Pe = 0 then H(X |Y ) = 0.

Proof Let us define a random variable E taking the value 1 if X̂ = X (correct) and 0
if X̂ 
= X (incorrect), namely, E = δX (X̂) (Kronecker’s delta). Applying the chain
rule to H(E, X |X̂) in two ways, we have

H(E, X |X̂) = H(X |X̂)+ H(E |X̂ , X) = H(E |X̂)+ H(X |X̂ , E). (6.43)

By the definition of E , since X and X̂ determine E without uncertainty, we have
H(E |X̂ , X) = 0. Hence using Pe = Pr{E = 0}, we obtain

H(X |X̂) = H(E |X̂)+ H(X |X̂ , E)

= H(E |X̂)+ Pr{E = 1}H(X |X̂ , E = 1)+ Pr{E = 0}H(X |X̂ , E = 0)

≤ H(E)+ (1− Pe) · 0+ Pe · log |X |
= h(Pe)+ Pe · log |X |, (6.44)

which asserts the first part of (6.42). The second part H(X |X̂) ≥ H(X |Y ) follows
from the monotonicity of the mutual information as

http://dx.doi.org/10.1007/978-3-662-43502-1_8
http://dx.doi.org/10.1007/978-3-662-43502-1_9
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H(X)− H(X |Y ) = I (X; Y ) ≥ I (X; X̂) = H(X)− H(X |X̂). �

Exercise 6.10 Using Fano inequality (6.42), show that

H(X) ≤ log |X |(1− P(X = x))+ h(1− P(X = x)) (6.45)

for any x ∈ X .

6.3 Information Quantities in Quantum Systems

6.3.1 von Neumann Entropy

We introduce the von Neumann entropy as a counterpart of the Shannon entropy
in quantum systems. For this purpose, the function f (A) of Hermitian operators A
plays an important role; see Sect. A.3.7. We will also use the following identity for
unitary operators U :

f (U AU †) = U f (A)U †, (6.46)

which is shown in (A.23) in Appendix A.3.7. The von Neumann entropy for a density
operator ρ is defined by

H(ρ) := −Tr ρ log ρ. (6.47)

Using eigenvalue decomposition (see Corollary A.1), the density operator ρ is writ-
ten as ρ =∑dim H

k=1 λk |φk〉〈φk |, where λk (k = 1, 2, . . . , dim H) are eigenvalues and
|φk〉 are corresponding eigenvectors. By the definition of the function of operators,
we have

− ρ log ρ = −
dim H∑
k=1

λk logλk |φk〉〈φk |, (6.48)

which leads to H(ρ) = −∑dim H
k=1 λk logλk by taking the trace of the both sides.

Thus we have verified that the von Neumann entropy of a density operator ρ is nothing
but the Shannon entropy of the probability distribution composed of eigenvalues of
ρ. Note that, if an eigenvalue has the multiplicity, it should be listed as many times
as the multiplicity in the probability distribution, so that the sum of the probability
is to be 1. We show several basic properties of the von Neumann entropy.

Lemma 6.4 (properties of the von Neumann entropy)

(i) non-negativity: H(ρ) ≥ 0 with the equality if and only if ρ is a pure state.
(ii) H(ρ) ≤ log dim H with the equality if and only if ρ = 1

dim H .
(iii) If a density operator ρAB ∈ S(HA⊗HB) in a bipartite system is a pure state,

the von Neumann entropies of reduced density operators coincide, i.e., for ρA =
TrB ρAB and ρB = TrA AρAB we have H(ρA) = H(ρB).
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(iv) additivity: H(ρA ⊗ ρB) = H(ρA)+ H(ρB).
(v) unitary invariance: For any unitary operator U, H(UρU †) = H(ρ) holds.

Later, in Sect. 6.3.4, we will study subadditivity and concavity of the von Neumann
entropy. Let us verify the above properties. Non-negativity (i) obviously follows from
the corresponding property of the Shannon entropy. From Lemma 6.1 for the Shannon
entropy, the equality holds if and only if there exists an eigenvalue 1 (consequently
the other eigenvalues are 0), which means that ρ is a pure state. In the same way,
(ii) easily follows from the corresponding property of the Shannon entropy. To prove
(iii), we consider the Schmidt decomposition (Theorem A.4 in Appendix) for a pure
state ρAB = |ψAB〉〈ψAB|:

|ψAB〉 =
∑

k

√
λk |ek〉 ⊗ | fk〉 ∈ HA⊗HB, (6.49)

where {|ek〉} and {| fk〉} are orthogonal normal (orthonormal) bases for HA and HB,
respectively. By this representation, we can calculate the partial trace of ρAB as
ρA =∑

k λk |ek〉〈ek | and ρB =∑
k λk | fk〉〈 fk |, from which we can see that eigenval-

ues of ρA and ρB coincide. Since H(ρA) and H(ρB) are the Shannon entropy of the
probability distribution {λk}, we have (iii). To show the additivity (iv), we will calcu-
late log(ρA⊗ ρB). For ρA and ρB, let ρA =∑

i λA,i EA,i and ρB =∑
j λB, j EB, j be

spectral decompositions (Theorem A.3 in Appendix), respectively. Then the spectral
decomposition of ρA ⊗ ρB is given by ρA ⊗ ρB = ∑

i
∑

j λA,iλB, j EA,i ⊗ EB, j .
Thus we have

log(ρA ⊗ ρB) =
∑

i

∑
j

log(λA,iλB, j )EA,i ⊗ EB, j

=
∑

i

∑
j

logλA,i EA,i ⊗ EB, j +
∑

i

∑
j

logλB, j EA,i ⊗ EB, j

= log ρA ⊗ IB+ IA⊗ log ρB. (6.50)

Multiplying the both sides by −ρA ⊗ ρB and taking the trace, we obtain (iv). As for
the unitary invariance (v), applying (6.46) to the function f (x) = −x log x , we have

H(UρU †) = Tr f (UρU †) = Tr U f (ρ)U † = Tr f (ρ)U †U = Tr f (ρ) = H(ρ).

For a bipartite state ρAB ∈ S(HA⊗HB), the conditional von Neumann entropy
is defined by

HρAB(A|B) := H(ρAB)− H(ρB), (6.51)

so that the chain rule holds as in the classical case. It is remarkable that the condi-
tional entropy in quantum systems can be negative while it is always non-negative
in classical systems. For example, a bipartite pure state (6.49) has the von Neumann
entropy H(ρAB) = 0, whereas HρAB(A|B) = −H(ρB) ≤ 0.
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6.3.2 Quantum Relative Entropy

The quantum relative entropy corresponds to the divergence in classical systems,
and it is a measure of distinguishability or discrimination. It is sometimes called the
Umegaki entropy [17]. For density operators ρ and σ, the quantum relative entropy
is defined by

D(ρ||σ) := Tr ρ (log ρ− logσ). (6.52)

As in the classical case, since the quantum relative entropy is not symmetric with
respect to ρ andσ, we can not qualify it as a mathematical distance. However, through
the theory of quantum hypothesis testing (Chap. 8), we can give the quantum relative
entropy a rigorous meaning as a measure of distinguishability or discrimination. Also
various counterparts of the mutual information in quantum systems are regarded as
special cases of the quantum relative entropy.

In quantum systems, a quantum noise or operation is represented by an in-
put/output system described by a TPCP map, which we call a quantum channel
throughout this chapter. In the same way as the divergence (Lemma 6.3 (ii)), the
quantum relative entropy satisfies the monotonicity with respect to quantum chan-
nels.

Theorem 6.7 (Monotonicity of the quantum relative entropy [18, 19]) For any
density operators ρ and σ and for any quantum channel (TPCP map) Λ, we have

D(ρ||σ) ≥ D(Λ(ρ)||Λ(σ)). (6.53)

The equality holds if a quantum channel Γ in the reverse direction such that
Γ (Λ(ρ)) = ρ and Γ (Λ(σ)) = σ.

We omit the proof here, because it seems beyond an introduction. Among several
proofs known so far, the proof based on the quantum f -divergence (quasi-entropy)
[20–22] is a quantum extension of the idea based on the classical f -divergence (see
Sect. 6.2.6), which leads to the monotonicity of various information quantities in
quantum systems in a unified manner. As in the classical case, various properties of the
quantum relative entropy are derived from the monotonicity, including the necessary
and sufficient condition for the equality. Therefore let us proceed to the following
discussions first with accepting the monotonicity. The monotonicity of the quantum
relative entropy includes the monotonicity related to quantum measurements as a
special case. For density operators ρ, σ, and a measurement (POVM) E = {Ex }, we
can define the probability distributions of the measurement outcomes P(x) = Tr ρEx

and Q(x) = Tr σEx . Then the classical divergence between them is written as
DE (ρ||σ) := ∑

x P(x) {log P(x)− log Q(x)}. Note that for a fixed measurement
E = {Ex }, the map ρ �−→ {Tr ρEx }x from a density operator to the probability
distribution is a quantum channel, and hence, it follows from the monotonicity that
D(ρ||σ) ≥ DE (ρ||σ). Here it is known [22] that there exists a measurement which
achieves the equality if and only if ρ and σ commute.

http://dx.doi.org/10.1007/978-3-662-43502-1_8
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Lemma 6.5 (properties of the quantum relative entropy)

(i) non-negativity: D(ρ||σ) ≥ 0 with the equality if and only if ρ = σ.
(ii) unitary invariance: For any unitary operator U, it holds that D(UρU †||UσU †)

= D(ρ||σ).
(iii) additivity: D(ρA ⊗ ρB||σA ⊗ σB) = D(ρA||σA)+ D(ρB||σB)

(iv) joint convexity: For any ρ1, ρ2,σ1,σ2 ∈ S(H) and any 0 ≤ t ≤ 1,
t D(ρ1||σ1)+ (1− t)D(ρ2||σ2) ≥ D(tρ1 + (1− t)ρ2||tσ1 + (1− t)σ2).

First we show the non-negativity (i) from the monotonicity (Theorem 6.7). Let
Λ be a quantum channel that outputs a certain state ρ0 for any input. Then from the
monotonicity (6.53) we have D(ρ||σ) ≥ D(Λ(ρ)||Λ(σ)) = D(ρ0||ρ0) = 0, which
asserts (i). As for the condition for the equality, the relation ρ = σ obviously implies
D(ρ||σ) = 0. Conversely suppose that D(ρ||σ) = 0. From the equality condition of
the monotonicity, there exists a quantum channelΓ such that ρ = Γ (Λ(ρ)) = Γ (ρ0)

and σ = Γ (Λ(σ)) = Γ (ρ0), which implies ρ = σ. The unitary invariance (ii) and
the additivity (iii) can be shown by using (6.46) and (6.50), respectively, in the same
way as the von Neumann entropy.

Exercise 6.11 Show the unitary invariance (ii) and the additivity (iii).

Next let us prove the joint convexity (iv). For density operators ρ1, ρ2, σ1, σ2 and
a real number 0 ≤ t ≤ 1, let us define block diagonal matrices by

R :=
(

tρ1 0
0 (1− t)ρ2

)
, S :=

(
tσ1 0
0 (1− t)σ2

)
, (6.54)

which turn out to be density operators. The difference of the logarithm of these
operators is calculated as follows.

log R − log S =
(

log(tρ1) 0
0 log((1− t)ρ2)

)
−

(
log(tσ1) 0

0 log((1− t)σ2)

)

=
(

log ρ1 − logσ1 0
0 log ρ2 − logσ2

)
, (6.55)

where the terms log t and log(1 − t) were canceled in the last equality because
log(tρ1) = (log t) I + log ρ1 holds from (6.50). Thus we can calculate D(R||S) as
follows.

D(R||S) = Tr R(log R − log S)

= t Tr ρ1 (log ρ1 − logσ1)+ (1− t)Tr ρ2 (log ρ2 − logσ2)

= t D(ρ1||σ1)+ (1− t)D(ρ2||σ2), (6.56)

which is the left hand side of (iv). On the other hand, taking the sum of the block
diagonal parts, we can define the following map:
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Λ :
(

A B
C D

)
�−→ A + D, (6.57)

which is TPCP map (quantum channel). Applying this map, we have Λ(R) =
tρ1 + (1 − t)ρ2 and Λ(S) = tσ1 + (1 − t)σ2, and the quantum relative entropy
between them D(Λ(R)||Λ(S)) is the right hand side of (iv). From the monotonicity
we obtain D(R||S) ≥ D(Λ(R)||Λ(S)), which proves the joint convexity (iv).

Finally we note that the quantum relative entropy D(ρ||σ) is finite if and only
if supp ρ ⊆ suppσ. Here supp A is the support of the Hermitian operator A. Let
A =∑

i ai Ei be the spectral decomposition (see Theorem A.3 in Appendix). Then
the support of A is defined by supp A := ∑

i :ai 
=0 Ei , which coincides with the
projection onto the range of A.

6.3.3 Mutual Information in Quantum Systems

We will introduce the Holevo mutual information [8], the quantum mutual informa-
tion [23], and the coherent information [24] as counterparts of the classical mutual
information in quantum systems. Each of them plays an important role in various
channel coding theorems in quantum systems.

First we define the Holevo mutual information. Given density operators W1,W2,

. . . ,WN ∈ S(H) on a Hilbert space H and a probability distribution P(x)
(x = 1, 2, . . . , N ), the Holevo mutual information is defined by

I (P;W1, . . . ,WN ) :=
N∑

x=1

P(x)D(Wx ||WP), (6.58)

where WP is the stochastic mixture defined by WP = ∑N
i=1 P(x)Wx , and

D(Wx ||WP ) is the quantum relative entropy (6.52). For simplicity of the notation,
letting W := (W1,W2, . . . ,WN ), the Holevo mutual information is denoted by
I (P;W ). The formula in the above definition corresponds to (6.28) for the classical
mutual information. On the other hand, a simple calculation yields another expression
of I (P;W ) by the von Neumann entropy.

I (P;W ) =
N∑

x=1

P(x)Tr Wx (log Wx − log WP )

=
N∑

x=1

P(x)Tr Wx log Wx −
N∑

x=1

P(x)Tr Wx log WP

= H(WP )−
N∑

x=1

P(x)H(Wx ), (6.59)
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which is often taken as an equivalent definition of I (P;W ). Note that this expression
corresponds to (6.27) in the classical mutual information:

I (X; Y ) = H(Y )− H(Y |X) = H(Y )−
N∑

x=1

P(x)H(PY |X ( · |x)).

From the non-negativity and the monotonicity of the quantum relative entropy, we
have the following properties.

Lemma 6.6 (properties of the Holevo mutual information)

(i) non-negativity: I (P;W ) ≥ 0. The equality holds if and only if Wx are identical
to WP for any x with P(x) > 0.

(ii) monotonicity: For any quantum channel (TPCP map)Λ, it holds that I (P;W1,

. . . ,WN ) ≥ I (P;Λ(W1), . . . , Λ(WN )).

Given a density operator ρAB on a composite system HA⊗HB of Hilbert spaces
HA and HB, the quantum mutual information is defined by

IρAB(A;B) := D(ρAB||ρA ⊗ ρB), (6.60)

where D(ρAB||ρA ⊗ ρB) is the quantum relative entropy, and ρA := TrB[ρAB] and
ρB := TrA[ρAB] are the reduced density operators. This definition corresponds to
(6.25) for the classical mutual information.

It is obvious from the non-negativity of the quantum relative entropy
(Lemma 6.5 (i)) that the quantum mutual information is non-negative and the nec-
essary and sufficient condition to be 0 is ρAB = ρA ⊗ ρB. From the identity
log(ρA ⊗ ρB) = log ρA ⊗ IB+ IA⊗ log ρB, which was shown in (6.50), we ob-
tain the expression of the quantum mutual information by the von Neumann entropy
in the same way as the classical case (6.26).

IρAB(A;B) = Tr ρAB {log ρAB − log(ρA ⊗ ρB)}
= Tr ρAB log ρAB − Tr ρAB(log ρA ⊗ IB)− Tr ρAB(IA⊗ log ρB)

= Tr ρAB log ρAB − Tr ρA log ρA − Tr ρB log ρB (6.61)

= H(ρA)+ H(ρB)− H(ρAB), (6.62)

where we used the property of the partial trace, Tr ρAB(XA ⊗ IB) = Tr ρA XA, in
(6.61). Let us verify that the Holevo mutual information is a kind of the quan-
tum mutual information (6.60). Let HA be a Hilbert space with the dimension
dim HA = N and {|x〉}Nx=1 be an orthonormal basis for HA. Let us put HB = H and

consider the density operatorρAB =∑N
x=1 P(x)|x〉〈x |⊗Wx on the composite system

HA⊗HB. Then the partial traces are given by ρA = TrB[ρAB] =∑N
x=1 P(x)|x〉〈x |

and ρB = TrA[ρAB] = ∑N
x=1 P(x)Wx = WP , and hence, we have ρA ⊗ ρB =∑N

x=1 P(x)|x〉〈x | ⊗WP .
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Regarding the tensor products as the Kronecker products, |1〉〈1| ⊗ W1, . . . ,

|N 〉〈N | ⊗ WN are, respectively, written as block matrices with W1 at (1, 1) block,
. . ., WN at (N , N ) block. Summing them up, ρAB can be represented by the following
block diagonal matrix, which is also applied to ρA ⊗ ρB.

ρAB =

⎛
⎜⎜⎜⎜⎝

P(1)W1 0
P(2)W2

. . .

0 P(N )WN

⎞
⎟⎟⎟⎟⎠ (6.63)

ρA ⊗ ρB =

⎛
⎜⎜⎜⎜⎝

P(1)WP 0
P(2)WP

. . .

0 P(N )WP

⎞
⎟⎟⎟⎟⎠ . (6.64)

Thus we can see that the quantum mutual information of ρAB is nothing but the
Holevo information.

D(ρAB||ρA ⊗ ρB) =
N∑

x=1

Tr(P(x)Wx ){log(P(x)Wx )− log(P(x)WP )}

=
N∑

x=1

P(x)Tr Wx (log Wx − log WP )

= I (P;W ). (6.65)

The quantum mutual information is often used related to quantum channels. Let
Λ : S(HA)→ S(HB) be a quantum channel. Given a density operator ρA ∈ S(HA)

on the input system, let ρAR ∈ S(HA⊗HR) be a purification of ρA with a reference
system HR. Let ρBR = (Λ ⊗ IR)(ρAR), ρB = TrR[ρBR], and ρR = TrB[ρBR],
where IR is the identical map (identical quantum channel). Thus we can define the
quantum mutual information depending on a quantum channel Λ and a quantum
state ρA on the input system by

I (ρA;Λ) := D(ρBR||ρB ⊗ ρR)

= D((Λ⊗ IR)(ρAR)||(Λ⊗ IR)(ρA ⊗ ρR)). (6.66)

Here it should be noted that the above formula depends only on ρA andΛ, because the
degree of freedom for purification is those of unitary transformations, under which
the quantum relative entropy is invariant. The quantum mutual information I (ρA;Λ)
has the meaning as the entanglement assisted capacity [25], that is, the supremum
of the message transmission rate over the quantum channel Λ when usage of the
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prior entanglement between the sender and the receiver is allowed. We often use the
formula I (ρA;Λ) = H(ρB)+ H(ρR)− H(ρBR) which is verified above.

Similarly the coherent information is defined by

Ic(ρA;Λ) := H(ρB)− H(ρBR) = I (ρA;Λ)− H(ρR), (6.67)

which depends only on ρA and Λ as the quantum mutual information. The coherent
information Ic(ρA;Λ) has the meaning as the channel capacity of Λ for sending
quantum state [26, 27]. It follows from the monotonicity of the quantum relative
entropy that I (ρA;Λ) and Ic(ρA;Λ) satisfy the monotonicity:

I (ρA; IA) ≥ I (ρA;Λ) ≥ I (ρA;Γ ◦Λ), (6.68)

Ic(ρA; IA) ≥ Ic(ρA;Λ) ≥ Ic(ρA;Γ ◦Λ), (6.69)

where IA is the identity channel and Γ is another quantum channel.

6.3.4 Concavity and Subadditivity of the von Neumann Entropy

As the Shannon entropy and the divergence (Sect. 6.2.8) in the classical case, the
following identity holds between the von Neumann entropy and the quantum relative
entropy:

D(ρ||ρmix) = Tr ρ{log ρ− log( 1
dim H I )} = log dim H−H(ρ), (6.70)

where ρmix = 1
dim H I is the completely mixed state. It follows from the non-

negativity of the quantum relative entropy (Lemma 6.5) that H(ρ) ≤ log dim H and
the equality holds if and only if ρ = ρmix, which is another proof for Lemma 6.4.
The properties of the quantum mutual information defined in the previous subsection
lead to the following properties of the von Neumann entropy.

Lemma 6.7 (concavity and subadditivity of the von Neumann entropy)

(i) concavity: For any density operators ρ1, ρ2 and any 0 ≤ t ≤ 1,

H(tρ1 + (1− t)ρ2) ≥ t H(ρ1)+ (1− t)H(ρ2). (6.71)

The equality holds if and only if t = 0, 1 or ρ1 = ρ2.
(ii) subadditivity: For any density operator ρAB on HA⊗HB,

H(ρA)+ H(ρB) ≥ H(ρAB). (6.72)

The equality holds if and only if ρAB = ρA ⊗ ρB.
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(iii) strong subadditivity5: For any density operator ρABC on HA⊗HB⊗HC,

H(ρAB)+ H(ρBC) ≥ H(ρABC)+ H(ρB). (6.73)

Using the conditional von Neumann entropy (6.51), the above inequality is
written as

HρAB(A|B)+ HρBC(C |B) ≥ HρABC(AC |B), (6.74)

which is an extension of the subadditivity (6.72) and the origin of the name strong
subadditivity.

Proof For density operators ρ1, ρ2 and a probability distribution P(1) = t , P(2) =
1− t , the expression (6.59) and the non-negativity of the Holevo mutual information
(Lemma 6.6(i)) lead to

I (P; ρ1, ρ2) = H(tρ1 + (1− t)ρ2)− t H(ρ1)− (1− t)H(ρ2) ≥ 0, (6.75)

which proves (i). In the same way, from (6.62) and the non-negativity of the quantum
mutual information, we have

IρAB(A;B) = H(ρA)+ H(ρB)− H(ρAB) ≥ 0,

which shows (ii). Concerning the strong subadditivity (iii), since the partial trace
operation TrC is a quantum channel (TPCP map), the monotonicity of the quantum
relative entropy (Theorem 6.7) yields

H(ρA)+ H(ρBC)− H(ρABC) = D(ρABC||ρA ⊗ ρBC)

≥ D(ρAB||ρA ⊗ ρB) = H(ρA)+ H(ρB)− H(ρAB). (6.76)

�

Exercise 6.12

(1) Let P be a projection. Show that H(ρ) ≤ H(PρP + (I −P)ρ(I −P)).
(2) For a PVM {Ek}, show that H(ρ) ≤ H(

∑
k EkρEk).

6.3.5 Trace Distance

We introduce the trace distance between two density operators. It is recommended
to learn Appendix A.6.3 first to readers who are not familiar with the mathematical
treatment of the distance and the norm. The trace distance between two operators

5 Tips to remember: a real valued function f (X) of sets satisfying f (X) + f (Y ) ≥ f (X ∪ Y ) +
f (X ∩ Y ) is called a sub-modular function. The von Neumann entropy is a sub-modular function.
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A, B ∈ L(H) are defined by using the trace norm ‖ · ‖1 (Appendix A.6.3) on
L(H) as

d(A, B) := 1

2
‖A − B‖1, (6.77)

which satisfies the axiom of distance given in Definition A.2. Especially the above
formula defines a distance on the set of Hermitian operators Lh(H).

Let X+ and X− be, respectively, the positive part and the negative part of a
Hermitian operator X (see Appendix (A.61) and (A.62)), and |X | be the absolute
value (actually it is an operator). Then from the relation Tr |X | = Tr X+ + Tr X−,
Tr X = Tr X+ − Tr X−, we have

Tr X+ = 1

2
{Tr |X | + Tr X} , (6.78)

Tr X− = 1

2
{Tr |X | − Tr X} , (6.79)

from which the following lemma holds.

Lemma 6.8 Let A and B be Hermitian operators. If Tr A = Tr B then we have

d(A, B) = Tr(A − B)+ = Tr(A − B)− = max
T : 0≤T≤I

Tr(A − B)T .

Especially for density operators ρ,σ ∈ S(H), we have

d(ρ,σ) = Tr(ρ− σ)+ = Tr(ρ− σ)− = max
T : 0≤T≤I

Tr(ρ− σ)T .

Proof Replacing X with A − B in (6.78) and (6.79), Tr(A − B) = 0 implies

d(A, B) = 1

2
Tr |A − B| = Tr(A − B)+ = Tr(A − B)−. (6.80)

From Lemma A.6 in Appendix, we can see that

Tr(A − B)+ = max
T : 0≤T≤I

Tr(A − B)T, (6.81)

and the maximum is attained by T = {A − B > 0}. �

Lemma 6.9 The trace distance has the following properties.

(i) monotonicity: For any trace preserving positive mapΛ:L(H)→ L(K) and any
operators A, B ∈ L(H),

d(A, B) ≥ d(Λ(A),Λ(B)). (6.82)

In this book, this inequality is used whenΛ is a quantum channel (TPCP map).
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(ii) joint convexity: Let {pi } be a probability distribution and A =∑
i pi Ai and B =∑

i pi Bi be stochastic mixtures of operators. Then we have d(A, B) ≤
∑

i

pi d

(Ai , Bi ).

Proof For simplicity of the discussion, we prove (i) only for Hermitian operators
A, B ∈ Lh(H), which is enough for the later chapters. Let us define the adjoint map
with respect to the Hilbert-Schmidt inner product as the map Λ†:L(K) → L(H)
satisfying

∀A ∈ L(H), ∀X ∈ L(K), TrΛ(A)X = Tr AΛ†(X). (6.83)

If Λ is trace preserving, it holds for any ρ ∈ S(H) that

Tr ρΛ†(IK) = TrΛ(ρ) IK = 1 = Tr ρ IH, (6.84)

which means Λ†(IK) = IH. Thus Λ† is an identity preserving map called unital
map. It is easy to verify that if Λ is a positive map then Λ† is also a positive map.
Consequently − I ≤ X ≤ I implies − I ≤ Λ†(X) ≤ I . Using (A.65) in Appendix,
we can prove (i) as follows.

2d(Λ(A),Λ(B)) = max− I≤X≤I
|Tr X (Λ(A)−Λ(B))|

= max− I≤X≤I
|TrΛ†(X)(A − B)| ≤ max− I≤Y≤I

|Tr Y (A − B)|
= 2d(A, B).

It is obvious that (ii) follows from the triangle inequality for norms. �

Although we have shown (i) only for Hermitian operators here, the monotonicity
of the trace distance holds for any operators A, B ∈ L(H) and any trace preserving
positive map Λ. It can be shown in the same way as the above arguments using the
fact that ||X || ≤ 1 implies ||Λ†(X)|| ≤ 1 for a unital positive map Λ† [28, 29].

6.3.6 Fidelity and Uhlmann’s Theorem

For density operators ρ and σ, the fidelity is defined by

F(ρ,σ) := Tr |√ρ√σ|. (6.85)

Since Tr |A†| = Tr |A| holds (Lemma A.5 in Appendix), we have

F(σ, ρ) = Tr |(√σ√ρ)†| = Tr |√ρ√σ| = F(ρ,σ), (6.86)
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which means that F(ρ,σ) is symmetric for ρ and σ. If σ is a pure state and written
as σ = |φ〉〈φ|, we have

√
σ = |φ〉〈φ| and

F(ρ,σ) = Tr |√ρ√σ| = Tr(
√
σρ
√
σ)1/2 = Tr(〈φ|ρ|φ〉|φ〉〈φ|)1/2

= √〈φ|ρ|φ〉Tr |φ〉〈φ| = √〈φ|ρ|φ〉. (6.87)

Especially if both ρ and σ are pure states, namely ρ = |ψ〉〈ψ| and σ = |φ〉〈φ|, we
have

F(ρ,σ) = |〈ψ|φ〉|. (6.88)

In this case, F(ρ,σ) is the absolute value of the inner product, and it obviously holds
that 0 ≤ F(ρ,σ) ≤ 1, F(ρ,σ) = 1 ⇔ ρ = σ, and F(ρ,σ) = 0 ⇔ |ψ〉 ⊥ |φ〉.
Intuitively speaking, it would be clear that F(ρ,σ) is close to 1 if and only if |ψ〉 and
|φ〉 are close up to phase factors eiθ.

For general two staets ρ and σ, the fidelity has a close relation with the inner
product of purifications of them as described below. Let ρ and σ be density operators
on a Hilbert space HA and consider purifications with a reference system HR. Let
{|ei 〉} and {| f j 〉} be orthonormal bases for HA and HR, respectively, which are fixed
in the following discussions. Since {|ei 〉⊗| f j 〉} is an orthonormal basis for HA⊗HR,
any element in HA⊗HR can be uniquely represented by

∑
i
∑

j xi, j |ei 〉⊗| f j 〉with
coefficients xi, j ∈ C. Let us consider the map that changes the bra-vector 〈 f j | into
the ket-vector | f j 〉:

X :=
∑

i

∑
j

xi, j |ei 〉〈 f j | �−→ |φX 〉 =
∑

i

∑
j

xi, j |ei 〉 ⊗ | f j 〉. (6.89)

Let L(HR,HA) denote the set of linear operators from HR to HA, then {|ei 〉〈 f j |}
is an orthonormal basis for the vector space L(HR,HA). Thus the map (6.89) pro-
vides one-to-one correspondence (bijective) and we can identify HA⊗HR with
L(HR,HA). Let |�RR〉 := ∑

k | fk〉 ⊗ | fk〉 ∈ HR⊗HR, then the correspondence
(6.89) is given by

X ∈ L(HR,HA) �−→ |φX 〉 = (X ⊗ IR)|�RR〉 ∈ HA⊗HR . (6.90)

Then, we have the following two lemmas.

Lemma 6.10 The bipartite vector |φX 〉 is a purification of ρ ∈ S(HA), if and
only if there exists a partial isometry V : HR → HA such that X = √ρV and
supp ρ ⊆ supp V V †. Especially if dim HA = dim HR < ∞, we can take V as a
unitary transformation.

Lemma 6.11 Let |φX 〉 and |φY 〉 be purifications of ρ and σ, and take partial isome-
tries V and W such that X = √ρV and Y = √σV as guaranteed by Lemma 6.10.
Then the inner product between |φX 〉 and |φY 〉 is written as
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〈φX |φY 〉 = Tr X†Y = Tr(
√
ρV )†(

√
σW ) = Tr

√
ρ
√
σW V †. (6.91)

The proofs of the lemmas are given later. Along with the Hilbert-Schmidt inner
product 〈X |Y 〉H S = Tr X†Y on L(HR,HA), Lemma 6.11 shows that (6.90) turns
out to be an isomorphism between Hilbert spaces which preserves the inner prod-
uct. Since W V † is a partial isometry on HA, Lemma A.5 (i) in Appendix shows
that maxV,W |Tr

√
ρ
√
σW V †| = Tr |√ρ√σ| = F(ρ,σ). Hence we can regard the

fidelity F(ρ,σ) as the inner product of certain purifications of ρ and σ as follows.

Theorem 6.8 (Uhlmann’s thorem [30]) For density operators ρ,σ ∈ S(HA) on a
Hilbert space HA, we have

F(ρ,σ) = max
|ψ〉,|φ〉∈HA ⊗HR

|〈ψ|φ〉|, (6.92)

where HR is a reference system and |ψ〉 and |φ〉 are purifications of ρ and σ, respec-
tively. Shortly speaking, the fidelity F(ρ,σ) is given by the maximum absolute value
of the inner product |〈ψ|φ〉| for possible pairs of purifications. For a fixed purifica-
tion |φ0〉 of σ, it is also possible to obtain the fidelity F(ρ,σ) taking the maximum
absolute value of the inner product |〈ψ|φ0〉| for various purifications |ψ〉 of ρ, and
the same applies to the converse situation.

F(ρ,σ) = max
|ψ〉∈HA ⊗HR

|〈ψ|φ0〉| = max
|φ〉∈HA ⊗HR

|〈ψ0|φ〉|. (6.93)

Proof of Lemma 6.10 Since the partial trace of M ∈ L(HA⊗HR) is calculated
as TrR M =∑

j (IA⊗〈 f j |)M(IA⊗| f j 〉), we have

TrR |φY 〉〈φX | =
∑

j

(IA⊗〈 f j |)(Y ⊗ I )|�RR〉〈�RR|(X† ⊗ I )(IA⊗| f j 〉)

= Y

{ ∑
j

(IA⊗〈 f j |)|�RR〉〈�RR|(IA⊗| f j 〉)
}

X†

= Y X†, (6.94)

where we used the relation:

∑
j

(IA⊗〈 f j |)|�RR〉〈�RR|(IA⊗| f j 〉) = IR (= TrR |�RR〉〈�RR|). (6.95)

Thus, if |φX 〉 is a purification of ρ ∈ S(HA),

√
ρ
√
ρ = ρ = TrR |φX 〉〈φX | = X X† (6.96)

holds from (6.94). Hence from Lemma A.3 in Appendix, there exists an isometry
V̂ : Ran

√
ρ → Ran X† such that X† = V̂

√
ρ. Note that V̂ can be extended to
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a partial isometry from HA to HR such that supp ρ ⊆ supp V̂ †V̂ . Taking V = V̂ †

leads to X = √ρV and supp ρ ⊆ supp V V †. Especially if dim HA = dim HR <∞,
we can extend V to be a unitary transformation. Conversely, if X = √ρV holds with
a partial isometry V satisfying supp ρ ⊆ supp V V †, we obtain X X† = ρ and |φX 〉
is a purification of ρ from (6.96). �

Proof of Lemma 6.11 Taking the trace of the both sides in (6.94) in the proof of
Lemma 6.10, we obtain the relation (6.91). �

Exercise 6.13 Show the following propositions for the partial isometry.

(1) W is a partial isometry⇔ W W †W = W .
(2) W is a partial isometry⇔ W † is a partial isometry.
(3) W is a partial isometry⇔ W T is a partial isometry.

6.3.7 Properties of Fidelity

First, we summarize several basic properties of the fidelity derived from Uhlmann’s
theorem.

Lemma 6.12 The fidelity F(ρ,σ) has the following properties.

(i) 0 ≤ F(ρ,σ) ≤ 1 (F(ρ,σ) = 1⇔ ρ = σ)
(ii) F(ρ,σ) = F(σ, ρ)

(iii) If either of the states is a pure state, say σ = |φ〉〈φ|, we have F(ρ,σ) =√〈φ|ρ|φ〉
(iv) For any quantum channel Λ, F(ρ,σ) ≤ F(Λ(ρ),Λ(σ)) holds.
(v) For a probability distribution {pi }mi=1, {qi }mi=1 and density operators ρi , σi

(i = 1, . . . ,m), we have F(
∑

i piρi ,
∑

i qiσi ) ≥∑
i
√

pi qi F(ρi ,σi )

The inequality (iv) is called the monotonicity of the fidelity, and (v) is called the
strong concavity [12].

Proof Obviously (i) follows from Uhlmann’s theorem (Theorem 6.8) and general
properties of the inner product. We have already shown (ii) (iii) in the first part of
the previous subsection. Let us show the monotonicity (iv). For a quantum channel,
there exists an environment system HE and an isometry V :HA → HB⊗HE such
that Λ(ρ) = TrE VρV † holds. Let |ψAR〉, |φAR〉 ∈ HA⊗HR be the purifications
achieving the maximum in Uhlmann’s theorem (6.92), respectively. Let us define

|ψBER〉 = (V ⊗ IR)|ψAR〉, |φBER〉 = (V ⊗ IR)|φAR〉, (6.97)

then 〈ψAR|φAR〉 = 〈ψBER|φBER〉 holds from V †V = IA. On the other hand, noting

TrER |ψBER〉〈ψBER| = Λ(ρ), TrER |φBER〉〈φBER| = Λ(σ),
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we can see that |ψBER〉 and |φBER〉 are purifications ofΛ(ρ) andΛ(σ), respectively.
Hence we obtain

F(ρ,σ) = |〈ψAR|φAR〉| = |〈ψBER|φBER〉|
≤ max
|ψBR′ 〉,|φBR′ 〉∈HB⊗HR′

|〈ψBR′ |φBR′ 〉|
= F(Λ(ρ),Λ(σ)), (6.98)

where the maximum is taken over purifications of Λ(ρ) and Λ(σ).
Next we show the strong concavity (v). For given density operators ρi ,σi ∈ HA,

let |ψi 〉, |φi 〉 ∈ HA⊗HR (i = 1, . . . ,m) be purifications satisfying F(ρi ,σi ) =
|〈ψi |φi 〉| in Uhlmann’s Theorem (6.92). Here we can assume F(ρi ,σi ) = 〈ψi |φi 〉
without loss of generality by adjusting phase factors eiθi appropriately. Now let HR′
be an m-dimensional Hilbert space for which |e1〉, . . . , |em〉 are an orthonormal basis,
and let

|ψ〉 =
∑

i

√
pi |ψi 〉 ⊗ |ei 〉, |φ〉 =

∑
i

√
qi |φi 〉 ⊗ |ei 〉 (6.99)

be state vectors in HA⊗HR⊗HR′ . Then we have TrRR′ |ψ〉〈ψ| = ∑
i piρi and

TrRR′ |φ〉〈φ| = ∑
i qiσi , and hence, |ψ〉 and |φ〉 are purifications of

∑
i piρi and∑

i qiσi , respectively. Thus we have

F
(∑

i

piρi ,
∑

i

qiσi

)
≥ |〈ψ|φ〉| =

∑
i

√
pi qi 〈ψi |φi 〉 =

∑
i

√
pi qi F(ρi ,σi ),

which proves (v). �

As an application of the fidelity, we prove the no-cloning theorem.

Theorem 6.9 Let |ψ〉 and |φ〉 be nonorthogonal and nonidentical pure states up to
phase factors. Then there is no quantum operation that clones |ψ〉 and |φ〉 as

Λ(|ψ〉〈ψ|) = |ψ〉〈ψ| ⊗ |ψ〉〈ψ|, Λ(|φ〉〈φ|) = |φ〉〈φ| ⊗ |φ〉〈φ|. (6.100)

Proof From the assumptions, 0 < F(|ψ〉〈ψ|, |φ〉〈φ|) = |〈ψ|φ〉| < 1 holds for the
inner product. On the other hand, suppose that there exists a quantum operation Λ
which satisfies above equations. Then it must hold that F(Λ(|ψ〉〈ψ|),Λ(|φ〉〈φ|)) =
|〈ψ|φ〉|2 < |〈ψ|φ〉| = F(|ψ〉〈ψ|, |φ〉〈φ|), which contradicts the monotonicity of the
fidelity. �

Next, we study the relation between the fidelity and the trace distance. Note that
distance measures, such as the trace distance d(ρ,σ) = 1

2 Tr |ρ− σ|, are decreasing
as the two states are getting close, while the fidelity F(ρ,σ) is increasing. The
fidelity is closely related to Bures distance defined below. From the Hilbert-Schmidt
inner product 〈X |Y 〉H S = Tr X†Y , we can define the norm ||X ||2 := 〈X |X〉1/2H S on
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the vector space of operators L(H) (see Appendix A.3.8). Then Bures distance is
defined by

B(ρ,σ) := min
V,W
||√ρV −√σW ||2, (6.101)

where the minimum is taken over unitary operators V and W . Then Bures distance
and the fidelity are related as

2{1− F(ρ,σ)} = B(ρ,σ)2, (6.102)

which can be verified as follows.

||√ρV −√σW ||22 = Tr(
√
ρV −√σW )†(

√
ρV −√σW )

= Tr ρ+ Tr σ − Tr
√
ρ
√
σW V † − Tr(

√
ρ
√
σW V †)†

= 2
{

1− Re Tr
√
ρ
√
σW V †

}
≥ 2 {1− F(ρ,σ)} . (6.103)

Here we used Re Tr
√
ρ
√
σW V † ≤ |Tr

√
ρ
√
σW V †| ≤ F(ρ,σ). The equality and

the minimum in (6.101) is attained by choosing V and W such that
√
ρ
√
σW V † =

|√ρ√σ|.
Exercise 6.14 Show that B(ρ,σ) = min

U
||√ρ − √σU ||2. Also verify that Bures

distance (6.101) satisfies the axiom of distance given in Definition A.2.

Exercise 6.15 Show that Bures distance (6.101) is obtained by changing purifica-
tions |ψ〉, |φ〉 ∈ HA⊗HR for ρ,σ ∈ S(HA), respectively, and taking the minimum:

B(ρ,σ) = min
|ψ〉,|φ〉∈HA ⊗HR

|||ψ〉 − |φ〉||, (6.104)

where |||ψ〉 − |φ〉|| = 〈ψ − φ|ψ − φ〉1/2. See Lemma 6.10 and Lemma 6.11.

The following relation between the fidelity and the trace distance holds.

Lemma 6.13 Concerning the trace distance d(ρ,σ) and the fidelity F(ρ,σ), if ρ
and σ are pure states, we have

d(ρ,σ) =
√

1− F(ρ,σ)2. (6.105)

For general two states, the inequalities

1− F(ρ,σ) ≤ d(ρ,σ) ≤
√

1− F(ρ,σ)2 (6.106)

hold.

Proof First, we show (6.105) when ρ and σ are pure states. Let ρ = |ψ〉〈ψ| and σ =
|φ〉〈φ|, then there is no loss of generality to suppose that 〈ψ|φ〉 ≥ 0 by adjusting phase
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factors appropriately. Applying Gram-Schmidt orthogonalization, let |0〉 = |ψ〉
and take an orthogonal and normalized vector |0〉 to |1〉, so that |φ〉 = a|0〉 + b|1〉.
Note that a = 〈ψ|φ〉 ≥ 0 and we can assume b ≥ 0 adjusting the phase factor of |1〉.
By the normalization condition, we have a2+b2 = 1. In the following discussion, it
is enough to consider the subspace spanned by |0〉 and |1〉, and ρ andσ are represented
by matrices:

ρ = (
1 0

) (
1
0

)
=

(
1 0
0 0

)
, σ = (

a b
) (

a
b

)
=

(
a2 ab
ab b2

)
. (6.107)

By an easy calculation, the eigenvalues of ρ − σ are ±b. Since the trace norm
is the sum of the absolute values of eigenvalues, we have ‖ρ − σ‖1 = 2b. Thus
d(ρ,σ) = 1

2‖ρ− σ‖1 = b holds. On the other hand, we have F(ρ,σ) = 〈ψ|φ〉 = a,
which asserts the relation (6.105).

Next, we consider the general case where ρ and σ are not necessarily pure states.
Let us chose a purifications |ψ〉〈ψ| of ρ and |φ〉〈φ| of σ so that F(ρ,σ) = |〈ψ,φ〉|
holds. Then from the monotonicity of the trace distance and (6.105) we have

d(ρ,σ) ≤ d(|ψ〉〈ψ|, |φ〉〈φ|) =
√

1− F(ρ,σ)2, (6.108)

which proves the second inequality of (6.106). We show the first inequality of (6.106).
For this purpose, we show the following inequality for Hermitian operators A and B
(Powers-Stormer’s inequality [31]).

∥∥∥√A −√B
∥∥∥2

2
≤ ‖A − B‖1. (6.109)

Let X = √A +√B and Y = √A −√B. Then X ≥ ±Y follows from X + Y ≥ 0
and X − Y ≥ 0. Define T+ := {Y ≥ 0}, T− := {Y < 0}, and T := T+ − T−. Then
these operators commute with Y , and Y+ := Y T+ and Y− := −Y T− are the positive
and negative parts of Y . Thus we have

|Y | = Y+ + Y− = Y T+ − Y T− = T Y = Y T, (6.110)

|Y | = T+|Y |T+ + T−|Y |T−. (6.111)

Also the inequalities X ≥ ±Y yield

T+XT+ ≥ T+Y T+ = Y+, T−XT− ≥ T−(−Y )T− = Y−, (6.112)

Using these relations and XY + Y X = 2(A − B), we obtain
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Fig. 6.2 Quantum noise and error correction

Tr |A − B| = max− I≤X≤I
Tr(A − B)X ≥ Tr(A − B)T = 1

2
Tr(XY + Y X)T

= 1

2
Tr X (Y T + T Y ) = Tr(X |Y |) = Tr X (T+|Y |T+ + T−|Y |T−)

= Tr(T+XT+ + T−XT−)|Y | ≥ Tr(Y+ + Y−)|Y | = Tr |Y |2, (6.113)

which proves (6.109). Using (6.102) and (6.109), the first inequality of (6.106) is
verified as follows.

1− F(ρ,σ) = 1

2
B(ρ,σ)2 = 1

2
min
V,W
||√ρV −√σW ||22

≤ 1

2
||√ρ−√σ||22 ≤

1

2
||ρ− σ||1 = d(ρ,σ). (6.114)

Exercise 6.16

(1) Show 1− F(ρ,σ)2 ≤ 2(1− F(ρ,σ)).
(2) Show d(ρ,σ) ≤ B(ρ,σ).

6.3.8 Entanglement Fidelity

In this subsection, we introduce the definition of the entanglement fidelity for quan-
tum channels and discuss its properties. The entanglement fidelity measures how
much entanglement is preserved in a given channel, or how close the channel is to
the ideal noiseless channel, by using the fidelity discussed in the previous subsection.

The entanglement fidelity quantifies the preservation of an initial state ρA under
a noisy channel Λ1 : L(HA) → L(HB), and is mostly used in the analysis in
quantum error correction; see Fig. 6.2. In quantum error correction, relevant to the
output Λ1(ρA), we will design a recovery operation Λ2 : L(HB)→ L(HA) so that
Λ2(Λ1(ρA)) is as close to ρA as possible. Note that, however, it is useless to consider
only one input, because one input ρA is recovered obviously by a quantum operation
that outputs ρA for any input, that is, a quantum operation which discards its input and
then generate ρA. Hence it is important to study whether more than two inputs can be
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Fig. 6.3 Entanglement fidelity

recovered or not. In quantum error correction, we try to chose an appropriate subspace
K ⊂ HA of the input system so that the effect of noise is as small as possible for
K. In the later discussions, since we want to study the performance of the composite
channel Λ = Λ2 ◦ Λ1, we only treat quantum channels Λ : L(HA) → L(HA) of
which the input and output systems are identical (or isomorphic).

As measures of the closeness to the noiseless channel for a given quantum channel
Λ, several information quantities based on the fidelity are known so far. One is the
minimum fidelity over the set of pure states on K ⊂ HA as inputs:

min
|ψ〉∈K

F(|ψ〉〈ψ|,Λ(|ψ〉〈ψ|)) = min
|ψ〉∈K
〈ψ|Λ(|ψ〉〈ψ|)|ψ〉1/2. (6.115)

Since the fidelity near 1 means similar two quantum states, we can say that when
the above quantity is near 1, Λ is close to the noiseless channel with respect to the
subspace K. We often use 1 minus the square of the minimum fidelity as a measure
of the error:

max
|ψ〉∈K
{1− F(|ψ〉〈ψ|,Λ(|ψ〉〈ψ|))2}. (6.116)

On the other hand, we can study how much entanglement is preserved to measure
the closeness to the noiseless channel; see Fig. 6.3. Given a density operator ρA ∈
S(HA), let |ψAR〉 ∈ HA⊗HR be a purification of ρA. Then the entanglement
fidelity is defined by

F2
e (ρA,Λ) := F(|ψAR〉〈ψAR|, (Λ⊗ IR)(|ψAR〉〈ψAR|))2

=〈ψAR|(Λ⊗ IR)(|ψAR〉〈ψAR|)|ψAR〉, (6.117)

where IR is the identity channel on the reference system. Since the entanglement
fidelity is often used as the square of the fidelity, we use the superscript F2

e in the
notation. From (6.87) the entanglement fidelity is written in the form of the inner
product, as |ψAR〉〈ψAR| is a pure state. Note that the entanglement fidelity is well
defined independent of purifications, because the degree of freedom for purification
is those of isometries (or unitary transformations). From the properties of the fidelity,
we have 0 ≤ F2

e (ρA,Λ) ≤ 1.
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Lemma 6.14 The entanglement fidelity F2
e (ρA,Λ) has the following properties.

(i) If ρA is a pure state F2
e (ρA,Λ) = F(ρA,Λ(ρA))

2 holds. In general, we have
F2

e (ρA,Λ) ≤ F(ρA,Λ(ρA))
2.

(ii) Using the Kraus representation Λ(ρ) = ∑
k EkρE†

k for Λ, the entanglement
fidelity is represented by

F2
e (ρA,Λ) =

∑
k

|Tr ρA Ek |2. (6.118)

(iii) F2
e (ρA,Λ) is a convex function with respect to ρA.

(iv) F2
e (ρA,Λ) is affine (linear) with respect to Λ.

Proof If ρA is a pure state, the definition of the entanglement fidelity directly leads
to (i). The general case of (i) follows from the monotonicity of the fidelity. We can
verify (ii) as follows.

F2
e (ρA,Λ) =

∑
k

〈ψAR|(Ek ⊗ IR)|ψAR〉〈ψAR|(E†
k ⊗ IR)|ψAR〉

=
∑

k

{Tr ρAR(Ek ⊗ IR)}{Tr ρAR(E
†
k ⊗ IR)}

=
∑

k

(Tr ρA Ek)(Tr ρA E†
k ) =

∑
k

|Tr ρA Ek |2. (6.119)

Taking (6.118) into account, it is enough for (iii) to show that ρ �→ |Tr ρE |2 is a
convex function, that is, for any 0 ≤ ∀t ≤ 1,

|Tr(tρ+ (1− t)σ)E |2 ≤ t |Tr ρE |2 + (1− t)|Tr σE |2 (6.120)

holds. Let a = Tr ρE , b = Tr σE , p = t , and q = 1− t . Then the above inequality
is written as |pa + qb|2 ≤ p|a|2 + q|b|2 (a, b ∈ C), which is verified as follows.

(p|a|2 + q|b|2)− |pa + qb|2
= p(1− p)|a|2 + q(1− q)|b|2 − 2pqRe{ab} = pq|a − b|2 ≥ 0,

where we used p(1− p) = q(1− q) = pq. Finally, (iv) is obvious from (6.117). �

The entanglement fidelity is also used in the form 1 − F2
e (ρA,Λ) as a measure

of the error. Let us study the relation between 1 − F2
e (ρA,Λ) and (6.116). In the

following, let K be the support of ρA. If ρA = ∑m
i=1 pi |ψi 〉〈ψi | is an arbitrary

decomposition of ρA to pure states, we have |ψi 〉 ∈ K for any i = 1, . . . ,m. Cor-
responding to this decomposition, we can take the purification of ρA as |ψAR〉 =∑m

i=1
√

pi |ψi 〉 ⊗ | fi 〉, where { fi } is an orthonormal basis for the reference system.
Since F2

e (ρA,Λ) is convex for ρA,
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F2
e (ρA,Λ) ≤

m∑
i=1

pi F(|ψi 〉〈ψi |,Λ(|ψi 〉〈ψi |))2 (6.121)

holds. Subtracting the both sides from 1, we have

m∑
i=1

pi {1− F(|ψi 〉〈ψi |,Λ(|ψi 〉〈ψi |))2} ≤ 1− F2
e (ρA,Λ). (6.122)

The above inequality means that if the entanglement of the purification |ψAR〉 is
preserved in a precision 0 ≤ ε ≤ 1, then the input |ψi 〉 ∈ K and the outputΛ(|ψi 〉〈ψi |)
are sufficiently close in the sense of the avarage. Moreover, it is possible to turn the
evaluation in the expected error into those in the worst error (6.116) by discarding
the subspace that is apt to get much noise; see Exercise 8.4. Conversely, when ρA is
the completely mixed state ρmix, the following inequality is known [32].

{1− F2
e (ρmix,Λ)} ≤ 3

2
max
|ψ〉∈K
{1− F(|ψ〉〈ψ|,Λ(|ψ〉〈ψ|))2}, (6.123)

which means that if the outputΛ(|ψi 〉〈ψi |) is sufficiently close to the input |ψi 〉 ∈ K,
the entanglement is also preserved with almost the same precision. Especially in the
case of ε = 0, (6.122) and (6.123) lead to

F2
e (ρmix,Λ) = 1⇔ ∀|ψ〉 ∈ K, F(|ψ〉〈ψ|,Λ(|ψ〉〈ψ|)) = 1. (6.124)
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Chapter 7
Quantum Entanglement

7.1 Introduction

In 1935, Einstein, Podolsky and Rosen proposed a gedankenexperiment as an
evidence of an incompleteness of quantum mechanics. The gedankenexperiment,
known as the EPR paradox [1], attracted a lot of controversial studies, and it was
then eventually understood that the paradox originates from a nonlocal property of
quantum mechanics; two distant quantum objects, even if they are extremely far apart
from each other, sometimes do not behave independently. Namely, the assumption
of locality does not hold true in quantum mechanics. Such two dependent quan-
tum objects are called entangled, and this phenomenon of quantum entanglement
(entanglement in short hereafter) had been solely discussed as a fundamental prob-
lem in quantum mechanics since the EPR paradox was proposed. In 1981, however,
it was confirmed experimentally that nature certainly exhibits the nonlocal property
as quantum mechanics predicts [2], and then the paradigm was shifted: research of
how to utilize the nonlocality of entanglement has begun.

In 1980s and 1990s, many quantum information tasks, such as quantum cryptog-
raphy, quantum algorithm on quantum computers, and quantum teleportation, were
proposed. Entanglement is then considered to be an important and valuable resource
in quantum information processing. Since 1990s, a lot of research on entanglement
has been actively carried out in the world. This is because entanglement is a strik-
ing feature of quantum mechanics (the classical counterpart does not exist), and
hence clarifying its properties is crucially important for the development of quantum
information technology. It is even expected that new findings in the properties of
entanglement will pave a road to new quantum technologies. As a result, in recent
years, the theory of entanglement has been rapidly developed along with quantum
information theory.

In particular, introducing the concept of local operations and classical com-
munication (LOCC) [3] enables us to quantify the amount of entanglement, and
leads to our much better understanding of entanglement. Consider two distant parties
and suppose that they cannot exchange qubits (i.e. their quantum communication is

M. Hayashi et al., Introduction to Quantum Information Science, 167
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168 7 Quantum Entanglement

prohibited), but they can exchange classical information by usual telephone or
Internet. What they can do is local operations (local unitary transformations, local
measurements, and so on) on their own qubits and classical communication, that
is LOCC. LOCC has a property such that it cannot create any entangled state from
unentangled states. Therefore, if a certain quantum information task, which is impos-
sible by LOCC alone, becomes possible by using a previously shared entangled state,
we can conclude that the entangled state has a power to achieve the quantum task. In
this way, the power of entanglement can be manifested by considering a restricted
class of operations such as LOCC. Moreover, LOCC by itself has the usefulness as
protocols in quantum information processing. Indeed, many quantum protocols that
utilize quantum entanglement, including quantum teleportation [4], belong to the
class of LOCC.

The quantum systems consist of more than two parties can have a variety of types
of entanglement and exhibit a variety of phenomena. Moreover, in realistic systems,
a pure state inevitably falls into a mixed state, and therefore it is crucial for the
actual quantum information technology to clarify and understand the properties of
mixed-state entanglement.

7.2 Basic Concepts of Entanglement

7.2.1 Quantum and Classical Correlation

Consider two qubits, A and B. When both A and B are in |0〉, the whole state is
|0〉A|0〉B. Similarly, when both are in |1〉, the whole state is |1〉A|1〉B. The superpo-
sition of the above two states

|Ψ 〉 = |0〉A|0〉B + |1〉A|1〉B√
2

is called an entangled state.
Suppose that we perform a basis measurement of {|0〉, |1〉}. When the outcome of

the measurement on A is |0〉 (this occurs with the probability of 1/2), |Ψ 〉 is changed
to |0〉A|0〉B, and hence the outcome of the measurement on B is also |0〉. In the same
way, when the measurement outcome on A is |1〉, the measurement outcome on B is
also |1〉. Even if the two qubits are far apart from each other, the two measurement
outcomes on A and B always coincide. However, this phenomenon in itself is not
surprising. For example, consider two boxes, each contains a paper on which “0”
or “1” is written. Suppose that the same value is written on the two papers, but we
do not know which value is actually written. Even in this simple setting, when we
open a box and find out the paper with “0” written on it (i.e. when we obtain the
outcome “0” by a measurement on the box), we always find out the paper with “0”
in the other box, and two measurement outcomes always coincide regardless of the
distance between the two boxes.
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However, contrary to the papers in the boxes, the entangled state |Ψ 〉 exhibits a
much stronger correlation. Using the following orthogonal basis rotated by θ:

{ |θ〉 = cos θ|0〉 + sin θ|1〉
|θ⊥〉 = − sin θ|0〉 + cos θ|1〉

the state |Ψ 〉 is rewritten as

|Ψ 〉 = |0〉A|0〉B + |1〉A|1〉B√
2

= |θ〉A|θ〉B + |θ⊥〉A|θ⊥〉B√
2

. (7.1)

Therefore, even when we perform the basis measurement {|θ〉, |θ⊥〉} on each qubit
A and B, the two measurement outcomes always coincide with each other. In this
way, the measurement outcomes on an entangled state exhibit a strong correlation
such that they always coincide regardless of the choice of the basis, which is called
quantum correlation. On the other hand, the correlation of the previous example of
the two papers in the two boxes is called classical correlation, whose corresponding
state is the mixed state of σ = 1

2 |00〉〈00| + 1
2 |11〉〈11| that is distinct from |Ψ 〉.

7.2.2 Product State and Maximally Entangled State

Let us consider a more general pure state |ψ〉 on two d-dimensional systems A and
B. By virtue of the Schmidt decomposition (see Theorem A.4), |ψ〉 is written as

(U ⊗ V )|ψ〉 =
d−1∑
i=0

√
pi |i〉A|i〉B, (7.2)

where (U ⊗ V ) is an appropriate local unitary transformation. We can assume that
the Schmidt coefficients are aligned in decreasing order without loss of generality
(by appropriately redefining the orthogonal basis sets {|i〉}) such that p0 ≥ p1 ≥
p2 ≥ · · · ≥ pd−1. When p0 = 1, we have p1 = p2 = · · · = pd−1 = 0, and hence

|ψ〉 = (U † ⊗ V †)(|0〉A ⊗ |0〉B) = | f 〉A ⊗ |g〉B,

which is written as a product of the two local states of A and B. The state in such a
form is called a product state. The reduced density operators of a product state are
pure states (σA = | f 〉〈 f |, σB = |g〉〈g|). On the other hand, when p0 < 1, the right
hand side of (7.2) becomes the sum of more than two terms, and it cannot be expressed
as a product of two local states of A and B. Such a state is an entangled state. In
particular, when all the Schmidt coefficients are equal and pi = 1/d, the state |Ψ 〉
is called a maximally entangled state, and hence the Schmidt decomposition:
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(U ⊗ V )|Ψ 〉 = 1√
d

d−1∑
i=0

|i〉A|i〉B (7.3)

The reduced density operators of a maximally entangled state are σA = σB = I/d,
which is a unit operator except for the normalization factor (i.e. it is a completely
mixed state).

Let X be any operator (acting on A), and express it as

X =
∑

kl

|k〉Xkl〈l|.

Then, the following holds for a maximally entangled state |Ψ 〉:

(X ⊗ I ) |Ψ 〉 = 1√
d

(∑
kl

|k〉Xkl〈l| ⊗ I

) ∑
i

|i〉A|i〉B = 1√
d

∑
ki

Xki |k〉A|i〉B

= 1√
d

(
I ⊗

∑
il

|i〉Xli 〈l|
) ∑

k

|k〉A|k〉B =
(

I ⊗ X T
)
|Ψ 〉, (7.4)

where T denotes a transposition. From this, when X is a real orthogonal matrix O ,
we have (O ⊗ O)|Ψ 〉 = (O OT ⊗ I )|Ψ 〉 = |Ψ 〉, and hence (7.1) is confirmed.
Moreover, taking into account for the ambiguity of the choice of the orthogonal
basis in the Schmidt decomposition (see Theorem A.4), a maximally entangled state
in two d-dimensional systems has the form of (U ⊗ V )|Ψ 〉, which can then be
rewritten as (U V T ⊗ I )|Ψ 〉 = (I ⊗ V U T )|Ψ 〉. Since both U V T and V U T are local
unitary transformations, the above fact implies that all maximally entangled states
are interconverted by local unitary transformations on the A’s side only (or B’s side
only). The following four states are maximally entangled states in two qubits:

|φ±〉AB = |0〉A|0〉B ± |1〉A|1〉B√
2

, |ψ±〉AB = |0〉A|1〉B ± |1〉A|0〉B√
2

. (7.5)

All these states are all called Bell state, and the collection of the above four states
are called a Bell basis, which constructs a CONS (complete orthonormal set). Since
the Bell states are maximally entangled states, they are interconverted by the local
unitary transformations of the Pauli matrices on A as follows:

|φ+〉AB = (I ⊗ I )|φ+〉AB,

|ψ+〉AB = (σx ⊗ I )|φ+〉AB,

|ψ−〉AB = (iσy ⊗ I )|φ+〉AB,

|φ−〉AB = (σz ⊗ I )|φ+〉AB. (7.6)
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7.2.3 Quantum Teleportation

Quantum teleportation [4] is the most fundamental and important protocol for quan-
tum information processing, which enables us to transfer a quantum state to a distant
place utilizing an entangled state (and classical communication). Suppose that a
sender and a receiver previously share the entangled state of

|φ+〉AB = |0〉A|0〉B + |1〉A|1〉B√
2

,

and they wish to teleport the state of |ψ〉X = a|0〉X + b|1〉X on sender’s qubit X to
the receiver (Fig. 7.1). The whole state of the three qubits of X, A, and B can then be
rewritten using the four Bell states (7.5) as

(a|0〉X + b|1〉X)⊗ |0〉A|0〉B + |1〉A|1〉B√
2

= 1

2

[ |0〉X|0〉A + |1〉X|1〉A√
2

⊗ (a|0〉B + b|1〉B)

+|0〉X|0〉A − |1〉X|1〉A√
2

⊗ (a|0〉B − b|1〉B)

+|0〉X|1〉A + |1〉X|0〉A√
2

⊗ (a|1〉B + b|0〉B)

+|0〉X|1〉A − |1〉X|0〉A√
2

⊗ (a|1〉B − b|0〉B)
]

= 1

2

[
|φ+〉XA ⊗ (a|0〉B + b|1〉B)+ |φ−〉XA ⊗ (a|0〉B − b|1〉B)

+|ψ+〉XA ⊗ (a|1〉B + b|0〉B)+ |ψ−〉XA ⊗ (a|1〉B − b|0〉B)
]
. (7.7)

Here, let us suppose that the sender performs the basis measurement of the Bell basis
{|φ+〉, |φ−〉, |ψ+〉, |ψ−〉} on the qubits X and A. This measurement on two qubits is
called a Bell state measurement. When the sender obtains the measurement outcome
of |φ−〉, the whole state is changed to the second term in (7.7), and hence the state
of the qubit B becomes a|0〉 − b|1〉. This state is close to |ψ〉 to be teleported, but
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Table 7.1 Correcting operations in quantum teleportation

Outcome Probability State of B Correcting op. Unitary op.

|φ+〉XA 1/4 a|0〉B + b|1〉B nothing I
|φ−〉XA 1/4 a|0〉B − b|1〉B phase flip σz

|ψ+〉XA 1/4 a|1〉B + b|0〉B bit flip σx

|ψ−〉XA 1/4 a|1〉B − b|0〉B both σzσx = iσy

its phase is flipped. So, if the sender tells the receiver the measurement outcome by
classical communication and the receiver applies the unitary transformation of σz

as a correcting operation, then the state |ψ〉 is reconstructed on the qubit B. This is
the case for the other outcomes of the Bell state measurement. Table 7.1 summarizes
the sender’s outcome of the Bell state measurement, its probability, the state of the
qubit B after the measurement, and the receiver’s correcting operation to reconstruct
|ψ〉. In this way, the state of the qubit X is teleported to the qubit B, if the receiver
applies one of the unitary transformations {I,σz,σx ,σy} according to the sender’s
measurement outcomes of {|φ+〉, |φ−〉, |ψ+〉, |ψ−〉}.

Note that neither the sender’s operation nor the receiver’s operation depends on
the state |ψ〉 (the operation depends neither on a nor b). This implies that they can
teleport the state |ψ〉without knowing what |ψ〉 is (i.e. they can teleport an unknown
state). In general, if only a single copy of |ψ〉 is supplied, we cannot obtain the
sufficient information to determine the state |ψ〉, i.e., the exact value of a and b
by any measurement (to determine the values of a and b to infinite accuracy, the
infinitely many identical copies of |ψ〉 are necessary). Namely, it is impossible to
transfer an unknown state by classical communication only. Quantum teleportation
enables it by utilizing an entangled state. Moreover, if we try to directly transfer a
qubit to a distant place, the state will be broken during the transmission by the effect
of so-called decoherence. Quantum teleportation is beneficial in that it can transfer
such a fragile quantum state by using classical communication and a previously
shared entangled state, and indeed the technique of quantum teleportation enables
long distance quantum cryptography through a quantum repeater [5].

Note further that quantum teleportation does not enable superluminal (faster than
light) communication. This is because, if the receiver does not know the sender’s
measurement outcome, the state of the qubit B remains the reduced density operator
of |φ+〉AB that is σB = I/2, and hence the receiver does not obtain any information
about |ψ〉 from it. The receiver can get |ψ〉 in her/his hand only after receiving the
sender’s measurement outcome via classical channel. Namely, the speed of teleport-
ing a quantum state is constrained by the speed of classical communication.

Note finally that the schemes different from the above standard teleportation
scheme have also been proposed such as continuous-variable teleportation [6, 7],
where an entangled state on an infinite-adimensional Hilbert space (two-mode
squeezed state) is employed, and port-based teleportation [8], where Bob has mul-
tiple output ports and can obtain the teleported state by simply selecting one of the
multiple ports without any correcting operation on each port.
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Exercise 7.1 Using the property of (7.4) for a maximally entangled state, show that
quantum teleportation can also faithfully transfer a mixed state σ even if the state is
entangled with another system.

7.2.4 Superdense Coding

Suppose that a single qubit is sent from a sender to a receiver. In this setting, how
much classical information can be sent? If we encode the classical bit 0 (1) to the
state |0〉 (|1〉) of the qubit, we can send one bit of classical information. Indeed, the
maximal amount of classical information that can be sent via a single qubit is only
one bit, if the qubit is not entangled with others (this is due to the fact that the upper
bound of the Holevo mutual information for a single qubit is one bit (Sect. 6.3.3)).
However, it becomes possible to send two bits of classical information via a single
qubit if the qubit is entangled with others as shown below. This communication
protocol is called superdense coding [9].

First, suppose that a sender and a receiver share the entangled state of (Fig. 7.2)

|φ+〉CD = |0〉C|0〉D + |1〉C|1〉D√
2

.

The sender then applies one of the four unitary transformations { I , σx , iσy , σz } to
the qubit C, each of which corresponds to the value of two classical bits, {00, 01,
10, 11}, the sender wishes to send. After this operation, the shared entangled state
|φ+〉CD changes to one of the four Bell states {|φ+〉CD, |ψ+〉CD, |ψ−〉CD, |φ−〉CD}
depending on the value of classical bits. Next, the sender sends the qubit C to the
receiver. Now, since the receiver has both qubits C and D, by performing the Bell
state measurement on them, the receiver can reliably determine which of the four
Bell states {|φ+〉, |ψ+〉, |ψ−〉, |φ−〉}, and as a result, the receiver can get two bits of
classical information.

Note that, in this protocol, it appears that the sender sends only the qubit C to the
receiver at first glance, but we have to take into account how they previously share
the entangled state |φ+〉CD. In general, to produce an entangled state such as |φ+〉CD,
the qubits must undergo some sort of interaction as will be explained in Sect. 7.3.1.
Namely, in order to share |φ+〉CD, the sender needs to produce |φ+〉CD on his/her
side through the interaction between C and D, and then sends D to the receiver (it is

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Fig. 7.3 Combining superdense coding and teleportation

of course possible that the receiver produces |φ+〉CD and sends C to the sender). In
this way, taking into account the process of sharing |φ+〉CD, two qubits indeed have
been sent between the sender and receiver during the whole process. Superdense
coding is so a protocol such that one qubit is sent previously and another is sent
just when classical communication is necessary, which effectively makes classical
communication twice as fast.

Here, let us consider a protocol that combines superdense coding (Fig. 7.2) and
quantum teleportation (Fig. 7.1) [4] as follows: In superdense coding, the qubit C is
sent from a sender to a receiver by quantum communication, but in the combined
protocol, the qubit C is instead teleported as showin in Fig. 7.3 (suppose that |φ+〉AB
for quantum teleportation is previously prepared in addition to |φ+〉CD). Since quan-
tum teleportation can reliably teleport a part of an entangled state such as the state
of the qubit C (Exercise 7.1), the combined protocol can also transmit two bits of
classical information as well as the usual superdense coding. However, in this com-
bined protocol, no quantum communication is necessary (except for the process of
sharing |φ+〉CD and |φ+〉AB for the setup). Namely, what is physically sent from the
sender to the receiver is only the two classical bits, that is the outcome of the Bell
state measurement in quantum teleportation. From this it is found that, in quantum
teleportation, we cannot reduce the amount of classical communication from two bits
at all. This is because, if the reduction would be possible, two classical bits would
then be transmitted by sending less than two classical bits, which contradicts the law
of physics that prohibits superluminal (faster than light) communication.

7.3 Quantifying Entanglement

7.3.1 Local Operations and Classical Communication (LOCC)

Consider a setting where any direct transmission of qubits is prohibited between two
distant parties, Alice and Bob (i.e. quantum communication is prohibited). In this set-
ting, what Alice (or Bob) can do is only to apply physical operations (measurement,
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unitary transformation and so on) to her (his) own qubits. These restricted operations
are called local operations in the sense that those are applied to her (his) local qubits
(on the other hand, operations applied across Alice and Bob are called global oper-
ations). If local operations only are allowed for Alice and Bob, they are completely
isolated from each other, and hence Bob appears not to exist from Alice’s point of
view. So let us then consider a setting where quantum communication is still pro-
hibited but classical communication (exchange of classical information) is allowed
between Alice and Bob. Then, the following operation becomes possible: Alice
measures her qubits as a local operation, she then tells the measurement outcome
to Bob by classical communication, and Bob selects his subsequent local operations
according to her outcomes. Such operations are called local operations and classi-
cal communication (LOCC) [3], which are quite important physical operations to
understand the properties of entanglement. Quantum teleportation is considered to
be a kind of LOCC (except for the process of sharing an entangled state in the setup),
and many quantum protocols that utilize entanglement belong to the class of LOCC.

Here, let us consider the Kraus representation of LOCC. Suppose that Alice and
Bob initially share the state denoted by the density matrix σAB. First, let Alice
perform a measurement as a local operation, whose measurement operators are {Xi }
(the POVM elements are X†

i Xi and
∑

i X†
i Xi = I ). If Alice obtains the measurement

outcome i0, the state of σAB is changed to

σi0
AB = (Xi0 ⊗ I )σAB(Xi0 ⊗ I )†.

Here, the normalization factor is omitted for simplicity, and note that the resultant
state depends on i0 as indicated by the suffix i0. Next, let Alice tell the outcome i0
to Bob by classical communication, and let Bob perform a measurement depend-
ing on i0. Since his measurement operators depend on i0, let us denote it by {Y i0

j }
(
∑

j Y i0†
j Y i0

j = I ). If his measurement outcome is j0, the state is changed to

σ
i0 j0
AB = (Xi0 ⊗ Y i0

j0
)σAB(Xi0 ⊗ Y i0

j0
)†.

Moreover, let Alice perform a measurement with measurement operators {Xi0 j0
k },

which depend on i0 and j0, and let the outcome be k0. The state is then changed to

σ
i0 j0k0
AB = (Xi0 j0

k0
Xi0 ⊗ Y i0

j0
)σAB(X

i0 j0
k0

Xi0 ⊗ Y i0
j0
)†. (7.8)

By repeating this, we obtain the Kraus representation of general LOCC, but it is too
complicated to write down.

However, denoting l = (i, j, k), Ml = Xi j
k Xi , and Nl = Y i

j , the post-

measurement state in (7.8) is rewritten as σl
AB = (Ml⊗Nl)σAB(Ml⊗Nl)

†. Namely,
the measurement operators in LOCC are represented by a tensor product of Alice’s
and Bob’s operators. Taking into account more general local operations (i.e. local
CP maps) other than local measurements, general LOCC has the following form of
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the Kraus representation (without normalization):

σ′AB =
∑

l

(Ml ⊗ Nl)σAB(Ml ⊗ Nl)
†. (7.9)

The converse is not true in general, and indeed it has been shown that some physical
operation that is described by the form of (7.9) cannot be realized by LOCC [10].
Therefore, the operations of having the form of (7.9) are a little more unrestricted than
LOCC, and are called separable operations in the sense that the Kraus operators
are described by a tensor product of Alice’s and Bob’s operators (and are separated).
The separable operations are also important physical operations to understand the
properties of entanglement.

Suppose now that Alice and Bob initially share an unentangled pure state |0〉A|0〉B.
The substitution of |0〉〈0|⊗ |0〉〈0| into σAB in (7.9) yields the following observation:
When we apply LOCC (or separable operations) to the joint system A and B with
the unentangled state |0〉〈0| ⊗ |0〉〈0|, the resultant state has the form of

σ′AB =
∑

l

Ml |0〉〈0|M†
l ⊗ Nl |0〉〈0|N †

l .

This state is a probabilistic mixture of unentangled pure states Ml |0〉A Nl |0〉B, and
it is considered to be still unentangled. Namely, LOCC has the property such that
it cannot produce any entangled state from unentangled states. In order to produce
an entangled state of two qubits, a global operation across the two qubits such as an
interaction between the qubits is indispensable, and LOCC that is mere a combination
of local operations cannot newly create entanglement. This property of LOCC plays
a crucial role in quantifying entanglement as shown in the following sections.

7.3.2 Basic Unit of Entanglement

For the purpose of quantifying entanglement, a basic unit to measure the amount of
entanglement should be determined. It is useful to choose a maximally entangled
state in two qubits as the basic unit. Since this state is also called the EPR state after
the EPR paradox [1], let us denote it by |EPR〉 hereafter, i.e.

|EPR〉 = |0〉A|0〉B + |1〉A|1〉B√
2

.

This basic unit of entanglement is called an entangled bit, in short ebit. Namely, the
amount of entanglement contained in |EPR〉 is defined as 1 ebit.

In this choice of the basic unit, how much amount of entanglement does a max-
imally entangled state on two d-dimensional systems (the state of (7.3)) have?
For simplicity, let us consider the case d = 2s with s being a positive integer.
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Fig. 7.4 Entanglement con-
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The state of (7.3) is a superposition of 2s terms from |0〉A|0〉B to |2s − 1〉A|2s − 1〉B,
but let us represent each term in binary and regard 0 (1) in the binary representation
as the state |0〉 (|1〉) in a qubit. Then we have

|Ψ 〉 = 1√
d

d−1∑
i=0

|i〉A|i〉B

= 1√
2s

(
|0〉A|0〉B + |1〉A|1〉B + · · · + |2s−1〉A|2s−1〉B

)

= 1√
2s

(
|0 · · · 00〉A|0 · · · 00〉B + |0 · · · 01〉A|0 · · · 01〉B

+ · · · + |1 · · · 11〉A|1 · · · 11〉B
)

=
( |0〉A|0〉B+|1〉A|1〉B√

2

)
⊗

( |0〉A|0〉B+|1〉A|1〉B√
2

)
⊗ · · ·

= |EPR〉⊗s, (7.10)

which is hence equivalent to a collection of s pairs of |EPR〉. Namely, the amount of
entanglement of |Ψ 〉 is s = log d ebits. This can be extended for general d other than
d = 2s (see the subsequent sections for detail), and the amount of entanglement of
a maximally entangled state, in which d terms are superposed with equal weight, is
log d ebits.

7.3.3 Entanglement Concentration

As shown in Sect. 7.3.1, LOCC cannot newly create entanglement but can “concen-
trate” or “dilute” entanglement (Fig. 7.4). For example, suppose that there are n pairs
of the following state of two qubits:

|ψ〉 = √p|0〉A|0〉B +
√

1− p|1〉A|1〉B. (7.11)

It is then possible to convert it and obtain m pairs of |EPR〉 by LOCC. In this
LOCC conversion, the most strongly entangled state |EPR〉 is obtained from the
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weakly entangled state |ψ〉. But, in general, this conversion is possible only when
n > m, because LOCC cannot newly create entanglement. Namely, a small number
of strongly entangled states are extracted from a large number of weakly entangled
states, and hence this LOCC conversion is called entanglement concentration [11]
(the converse process is called entanglement dilution [11]).

Now, let us express the LOCC conversion of entanglement concentration as

|ψ〉⊗n −→ |EPR〉⊗m,

and let us take a concrete look at how this task is achieved by LOCC. To begin with,
consider the case n = 2 for simplicity, where Alice and Bob each have two qubits
initially. First, on the two qubits, Alice applies the measurement to determine the
number of qubits (denoted by k) whose state is in |1〉. The Alice’s measurement
{Πk}2k=0 is given by

Π0 = |00〉〈00|, Π1 = |01〉〈01| + |10〉〈10|, Π2 = |11〉〈11|,

which can be realized by using a two-qubit quantum gate such as a CNOT gate. This
is a local operation of Alice. The initial state |ψ〉⊗2 is expanded as

|ψ〉⊗2 = (√
p|0〉A|0〉B +

√
1− p|1〉A|1〉B

)⊗2

= p|00〉A|00〉B
+√

2p(1− p)
|01〉A|01〉B + |10〉A|10〉B√

2
+(1− p)|11〉A|11〉B.

Therefore, when Alice obtains the outcome of k = 0 (or k = 2), |ψ〉⊗2 is changed to
the first term of |00〉A|00〉B (or the third term of |11〉A|11〉B), but those are unentan-
gled and hence the task of concentration fails. On the other hand, Alice can obtain
the outcome of k = 1 with the probability of 2p(1− p), and |ψ〉⊗2 is then changed
to the second term, which is an entangled state. Let us denote it by |χ〉:

|χ〉 = |01〉A|01〉B + |10〉A|10〉B√
2

.

Note here that the local measurement of Alice must obtain the information of the
number of |1〉 only; the state of each qubit must not be determined. If Alice’s measure-
ment completely determines the state of each qubit, and hence discriminates between
|01〉A and |10〉A, the entanglement of |χ〉 is also destroyed by the measurement and
the task of concentration does not work well.

When Alice obtains the measurement outcome of k = 1, she tells it to Bob by clas-
sical communication, and next both Alice and Bob apply the unitary transformation
of exchanging |01〉 ↔ |00〉 to her/his two qubits. By those local operations of Alice
and Bob, |χ〉 is converted to
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|χ〉 −→ |00〉A|00〉B + |10〉A|10〉B√
2

= |EPR〉|0〉A|0〉B,

and as a result, they can finally obtain a pair of |EPR〉. To summarize, Alice and Bob
succeed the task of |ψ〉⊗2 −→ |EPR〉⊗1 with the probability of 2p(1− p) by LOCC.

Let us extend the above concentration process to the case of large n. Expanding
|ψ〉⊗n and classifying the terms by the number of |1〉’s contained in each term (there
are

(n
k

) = n!
k!(n−k)! states such that k qubits among the whole n qubits are in |1〉), we

have

|ψ〉⊗n = (√
p|0〉A|0〉B +

√
1− p|1〉A|1〉B

)⊗n

=
n∑

k=0

√
pn−k(1− p)k

(
· · · + |k 1’s exist〉A|k 1’s exist〉B + · · ·︸ ︷︷ ︸

superposition of(n
k)terms

)
.(7.12)

Therefore, if Alice performs the local measurement to determine the number of
|1〉’s, the probability of obtaining the outcome k is

(n
k

)
pn−k(1− p)k , and the state is

changed to the state in parentheses of (7.12). Since the collapsed state is a maximally
entangled state, in which d ≡ (n

k

)
terms are superposed with equal weight, the

amount of entanglement is log d = log
(n

k

)
ebits as mentioned in Sect. 7.3.2. Indeed,

as explicitly shown later, given k, Alice and Bob can extract log
(n

k

)
pairs of |EPR〉

on average by LOCC from the collapsed state.
Now, we consider the case n → ∞ by using the law of large numbers. Alice

has the outcome of k = n(1 − p) with the probability close to 1. Using Stirling’s
formula (loge n! ≈ n loge n−n), the expected value of the number of |EPR〉 obtained
by LOCC is

m =
n∑

k=0

(
n

k

)
pn−k(1− p)k log

(
n

k

)
≈

n∑
k=0

(
n

k

)
pn−k(1− p)k log

(
n

n(1− p)

)

= log

(
n

n(1− p)

)
≈ n

[− p log p − (1− p) log(1− p)
] = nh(p), (7.13)

where h(p) is the binary entropy. Namely, in the limit of n → ∞, the following
task of concentration

|ψ〉⊗n −→ |EPR〉⊗nh(p) (7.14)

is possible.1 It will be found that the above process is optimal (maximal possible num-
ber of |EPR〉 is extracted) considering together with entanglement dilution explained
in Sect. 7.3.5.

Finally, let us show that log d pairs of |EPR〉 on average can be extracted by
LOCC from a maximally entangled state consisting of d terms [|Ψ 〉 in (7.3)], when

1 Note that m was evaluated in the leading order of n in (7.13), and hence (7.14) should be precisely
written as |ψ〉⊗n → |EPR〉⊗(nh(p)+o(n)).
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sufficiently many identical copies of |ψ〉 are supplied. When d is equal to an integer
power of 2 (d = 2s with s being an integer), it is obvious from (7.10) that s = log d
pairs of |EPR〉 can be extracted by an appropriate local unitary transformation of
Alice (or Bob). For general d other than d = 2s , let us consider |Ψ 〉⊗l with l being a
positive integer. Since |Ψ 〉⊗l is a superposition of dl orthogonal states, let J0 be the
integer part of log dl . Similarly, let J1 be the integer part of log(dl − 2J0). Repeating
this until the decimal part of log(dl − 2J0 − · · · ) vanishes, we have

�log dl� = J0

�log(dl − 2J0)� = J1

· · ·
log(dl − 2J0 − · · · − 2Je−1) = Je.

By this, we have

dl =
e∑

i=0

2Ji ,

and dl is decomposed as a sum of integer powers of 2 (this is equivalent to consider the
binary representation of dl ). In the same way concerning |Ψ 〉⊗l , the dl -dimensional
Hilbert space of Alice is decomposed as a sum of subspaces whose each dimension is
an integer power of 2. Let Alice then perform a local measurement on |Ψ 〉⊗l to project
on one of those subspaces. Since the state after the projection is a superposition of
2Ji terms when the measurement outcome is i , it is possible to convert it to Ji pairs
of |EPR〉 by a local unitary transformation. Since the probability of projecting on
2Ji -dimensional subspace is 2Ji /dl , x pairs of |EPR〉 can be extracted from |Ψ 〉⊗l

on average, where x is given by

x =
e∑

i=0

2Ji

dl
Ji .

Since x/ l → log d in the limit of l → ∞, it is found that log d pairs of |EPR〉 on
average can be extracted per one pair of |Ψ 〉.

Exercise 7.2 Show that lim
l→∞

1

l

e∑
i=0

2Ji

dl
Ji = log d.

7.3.4 Quantum Data Compression

In usual classical information processing, it is frequently performed to compress
data and decompress it, in the purpose of increasing efficiency of data transmission,
efficient use of memory, and so on. Quantum states can also be compressed and
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decompressed as shown in this section, which is necessary to understand entangle-
ment dilution explained in the next section. The protocol is called quantum data
compression [12].

Suppose that there are n pairs of the entangled state |ψ〉 in (7.11). The purpose
here is to compress the state of Bob’s n qubits, and later recover it. However, the
compression and decompression must be performed so as not to destroy the entan-
glement with Alice’s qubits. Expanding |ψ〉⊗n into 2n terms from |0 · · · 0〉A|0 · · · 0〉B
to |1 · · · 1〉A|1 · · · 1〉B, and denoting each term by |x1 · · · xn〉A|x1 · · · xn〉B, we have

|ψ〉⊗n =
1∑

x1=0

· · ·
1∑

xn=0

√
q(x1) · · · q(xn)|x1 · · · xn〉A|x1 · · · xn〉B,

where q(0) = p, q(1) = (1− p). If Bob measures n qubits in the basis of {|0〉, |1〉},
the state of |x1, · · · , xn〉B is obtained with the probability of Q(x1, · · · , xn) ≡
q(x1) · · · q(xn). Since the measurement on each qubit is independent, according
to the law of large numbers, there exists an integer n0 such that for n > n0

P

(∣∣∣∣−1

n
log Q(x1, . . . , xn)− h(p)

∣∣∣∣ > δ

)
< ε

for any δ, ε > 0 (see Sect. 6.2.2 for detail). In other words, with the probability more
than or equal to 1− ε, the sequences of x1, · · · , xn satisfying that

∣∣∣∣−1

n
log Q(x1, . . . , xn)− h(p)

∣∣∣∣ ≤ δ (7.15)

are obtained, but since ε can be arbitrary small for large n limit, the sequences
satisfying (7.15) are obtained with the probability close to 1. Such a sequence is
called a typical sequence (contrary, a sequence other than typical sequences is called
an atypical sequence). From (7.15), the probability Q(x1, . . . , xn) of obtaining one
of typical sequences satisfies

2−n(h(p)−δ) ≥ Q(x1, . . . , xn) ≥ 2−n(h(p)+δ).

Therefore, denoting the number of the typical sequences by ν, we have

1 ≥
∑

typical

Q(x1, . . . , xn) ≥
∑

typical

2−n(h(p)+δ) = ν2−n(h(p)+δ),

and hence ν is upper bounded by

ν ≤ 2n(h(p)+δ). (7.16)

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Table 7.2 Unitary transformation for quantum data compression (in the case where the number of
typical sequences ν is an integer power of 2 for simplicity)

Expanded terms |x1, . . . , xn〉 Number Destination

Typical sequences
|1st of typical sequences〉B 0 |0 · · · 000 · · · 00〉B
|2nd of typical sequences〉B 1 |0 · · · 000 · · · 01〉B
· · · · · · · · ·
|νth of typical sequences〉B ν − 1 |0 · · · 00 1 · · · 11︸ ︷︷ ︸

m

〉B
Atypical sequences
|1st of atypical sequences〉B ν |0 · · · 010 · · · 00〉B
|2nd of atypical sequences〉B ν + 1 |0 · · · 010 · · · 01〉B
· · · · · · · · ·
|(2n − ν)th of atypical sequences〉B 2n − 1 |1 · · · 11 1 · · · 11︸ ︷︷ ︸

m

〉B

With the above in mind, let us consider the following protocol of quantum data
compression: First, as shown in Table 7.2, let us number the states of |x1, . . . , xn〉
from 0 to ν− 1 in the case where x1, . . . , xn is a typical sequence. In the case where
x1, . . . , xn is an atypical sequence, let us number the states from ν to 2n − 1. Let
us then regard the binary representations of those numbers as destination states of
Bob’s n qubits (see the column of destination in Table 7.2). Bob then applies unitary
transformation U , which maps |x1, . . . , xn〉 to the corresponding destination state
(this transformation is unitary because it only exchanges the 2n basis states). Now,
looking at the column of destination in Table 7.2, it is found that the first part of the
destination states of typical sequences is commonly |0 · · · 0〉. Since the upper bound
of the number of typical sequences is given by (7.16), the states of the first (n − m)
qubits, at least, are all in |0〉, where

m ≡ �n(h(p)+ δ)�.

Next, Bob measures the first (n − m) qubits and project them onto |0〉. Since this
projection succeeds at least with the probability of obtaining a typical sequence, the
probability of success satisfies Psuccess ≥ 1 − ε, which approaches to 1 for large
n limit. Moreover, after the success of the projection, since the states of the Bob’s
first (n − m) qubits are all in |0〉, those are unentangled with Alice’s qubits and are
redundant. Therefore, we can discard the first (n − m) qubits, and as a result, the
state of Bob’s n qubits is compressed into the remaining m = �n(h(p)+ δ)� qubits.
Since δ can be arbitrary small for large n limit, the compression rate in the limit of
n→∞ is

m

n
= �n(h(p)+ δ)�

n
→ h(p). (7.17)
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Fig. 7.5 Entanglement dilution

It will be found that this rate is optimal considering together with entanglement
dilution explained in Sect. 7.3.5.

The state after the above compression of |ψ〉⊗n is

|comp〉 = 1√
Psuccess

〈0 · · · 00︸ ︷︷ ︸
n − m

|U |ψ〉⊗n .

To recover the original state, it is enough to add (n−m) qubits, which are all in |0〉,
to |comp〉, and apply unitary transformation U−1 to the n qubits. The state after this
recovering operation is U−1|0 · · · 00〉B|comp〉, and the fidelity with the original state
|ψ〉⊗n is then given by

∣∣∣(〈ψ|)⊗nU−1|0 · · · 00〉B|comp〉
∣∣∣ = √

Psuccess〈comp|comp〉 ≥ √1− ε,

which asymptotically approaches to 1 for large n limit, and hence the original state
is certainly recovered. To summarize, it is possible to compress the state of n qubits
of Bob into nh(p) qubits and to later recover |ψ〉⊗n without destroying the entan-
glement.

7.3.5 Entanglement Dilution

Entanglement dilution [11] is a converse process of entanglement concentration,
that is the LOCC conversion of |EPR〉⊗m −→ |ψ〉⊗n , where |ψ〉 is again given by
(7.11). To achieve the task of entanglement dilution, Alice first prepares 2n qubits in
the state of |ψ〉⊗n (Fig. 7.5). This state preparation can be done as her local operation,
because she has all 2n qubits in her hands. Alice then keeps a half of 2n qubits, namely
n qubits, and compresses the other half (this half will be teleported to Bob later) by
quantum data compression.

Next, the state of nh(p) qubits after the compression is transfered to Bob by
quantum teleportation (Fig. 7.5). To achieve the teleportation, nh(p) pairs of |EPR〉
are necessary (whose number is the same as the number of qubits to be teleported).
The purpose of previously performing quantum data compression is to reduce the
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number of |EPR〉 used in the teleportation as far as possible. Finally, Bob recovers
the original state from the teleported state. To do this, n − nh(p) qubits, which are
all in |0〉, are necessary, but Bob can prepare it by his local operation, because those
are unentangled with Alice.

In this way, the entangled half of |ψ〉⊗n is compressed, teleported, recovered.
Finally, Alice and Bob can share the entangled state of |ψ〉⊗n . The entanglement of
|EPR〉 used in the teleportation is destroyed and it is changed to an unentangled state.
Instead of the state |EPR〉⊗nh(p) initially shared between Alice and Bob, they can
newly share |ψ〉⊗n , and as a result, the LOCC conversion of

|EPR〉⊗nh(p) −→ |ψ〉⊗n (7.18)

is apparently achieved.2

In this protocol of entanglement dilution, one-way classical communication only
from Alice to Bob arises. Such LOCC with one-way classical communication is
called 1-way LOCC, and LOCC with two-way (bi-directional) classical communi-
cation is called 2-way LOCC. Concerning LOCC processing on bipartite pure states,
for every 2-way LOCC, there always exists 1-way LOCC equivalent to it as shown
below [13]. By virtue of the Schmidt decomposition (see Theorem A.4), a bipartite
pure state |ψ〉 is written as

|ψ〉 = (U ⊗ V )
∑

i

√
pi |i〉A|i〉B,

where (U ⊗ V ) is an appropriate local unitary transformation. Let Bob perform a
measurement on |ψ〉, whose measurement operators are written as

Mi =
∑

jk

mi
jk V | j〉〈k|V †,

where
∑

i M†
i Mi = I . When Bob obtains the outcome i0, |ψ〉 is changed to

(I ⊗ Mi0)|ψ〉 = (U ⊗ V )
∑

i j

mi0
j i
√

pi |i〉A| j〉B ≡ (U ⊗ V )|χ〉AB.

On the other hand, when Alice performs a measurement whose measurement oper-
ators are

M ′i =
∑

jk

mi
jkU | j〉〈k|U †,

and when she obtains the outcome i0, |ψ〉 is changed to

2 The precise meaning of (7.18) is |EPR〉⊗(nh(p)+o(n)) → |ψ〉⊗n (see e.g. (7.17)) as in the case of
entanglement concentration.



7.3 Quantifying Entanglement 185

(M ′i0
⊗ I )|ψ〉 = (U ⊗ V )

∑
i j

mi0
j i
√

pi | j〉A|i〉B = (U ⊗ V )|χ〉BA.

Since |χ〉AB and |χ〉BA have the same Schmidt coefficients, they are related through
|χ〉AB = (Q ⊗ R)|χ〉BA with (Q ⊗ R) being an appropriate local unitary transfor-
mation. From the above, we have

(I ⊗ Mi0)|ψ〉 = (U QU † ⊗ V RV †)(M ′i0
⊗ I )|ψ〉,

and therefore, Bob’s local measurement is always replaced by Alice’s local measure-
ment and Bob’s local unitary transformation. When Alice acts on behalf of Bob’s
measurement, classical communication from Bob to Alice becomes unnecessary.
However, since R depends on the outcome i0, classical communication from Alice
to Bob is still necessary. In this way, concerning the LOCC process on bipartite pure
states, it is enough to consider one-way classical communication from Alice to Bob.
In the protocol of entanglement concentration in Sect. 7.3.3, if Bob also performs the
same local measurements as Alice, Bob can obtain the same outcomes of Alice, and
hence classical communication itself becomes unnecessary in this case. Note that, in
the above discussion, it is assumed that Alice and Bob initially know what the state
|ψ〉 is, and hence the above discussion cannot be applied to the case where |ψ〉 is
unnkown.

7.3.6 Amount of Entanglement

Considering entanglement concentration (7.14) and dilution (7.18) together, it is
found that Alice and Bob can achieve the reversible conversion of

|EPR〉⊗nh(p)←→ |ψ〉⊗n (7.19)

by LOCC (for large n limit). This reversibility plays a crucial role in quantifying
entanglement. Since LOCC cannot newly create entanglement, the fact that the con-
version cycle of

|EPR〉⊗nh(p) −→ |ψ〉⊗n −→ |EPR〉⊗nh(p) (7.20)

is possible implies that there is no loss of entanglement during this cycle3 (if there
would be loss of entanglement, the cycle does not complete because LOCC cannot
supply the loss of entanglement). Since there is no loss of entanglement, the amount
of entanglement contained in |ψ〉⊗n and |EPR〉⊗nh(p) is equal to each other, and

3 Precisely, the exact cycle of (7.20) is impossible even in the limit n → ∞. This is because the
two conversion rates coincide only in the leading order of n, and moreover the final state of (7.18)
is close to but not equal to the initial state of (7.14). To complete the above cycle exactly, we need
to consume the excess entanglement of the amount o(n) [14].
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hence the amount of a pair of |ψ〉 is equal to the amount of h(p) pairs of |EPR〉.
Namely, the amount of entanglement of |ψ〉 is determined to be h(p) ebits.

Moreover, the completeness of the cycle of (7.20) implies that h(p) is the optimal
rate for both entanglement concentration and dilution. This is because, if entangle-
ment concentration with a higher rate than h(p) would be possible, more pairs of
|EPR〉would then be obtained by LOCC than the initial |EPR〉nh(p), which contradict
that LOCC cannot newly create entanglement. A similar discussion can be applied
to the case for entanglement dilution. Moreover, if quantum data compression with
a smaller rate than h(p) would be possible, entanglement dilution with the smaller
rate would be possible, which causes a contradiction. Therefore, h(p) is the optimal
rate for quantum data compression also.

So far, the amount of entanglement for the state of (7.11) in two qubits was
shown to be h(p). What about the case where |ψ〉 is a general bipartite pure state
(with a higher dimension). In this case, denoting the reduced density operators of
|ψ〉AB by σA = TrB|ψ〉〈ψ| and σB = TrA|ψ〉〈ψ|, and replacing h(p) by H(σA)

(or by H(σB)—it comes to the same thing due to the Schmidt decomposition), the
same discussions hold for entanglement concentration, dilution, and quantum data
compression. Here, H(σ) is the von Neumann entropy of density operatorσ. Namely,
we have the following:

Theorem 7.1 Let |ψ〉 be a bipartite pure state between Alice and Bob, and σA and
σB be the reduced density operators. The amount of entanglement of |ψ〉 is then
H(σA) = H(σB) ebits.

7.4 Multipartite Entanglement

7.4.1 GHZ and W State

Let us consider the entangled state on three qubits A, B, and C:

|GHZ〉 = 1√
2
(|0〉A|0〉B|0〉C + |1〉A|1〉B|1〉C) .

This state is called the Greenberger-Horne-Zeilinger state (GHZ state). The
reduced density operators of AB, BC, and AC are all equal to

σAB = σBC = σAC = 1

2
|00〉〈00| + 1

2
|11〉〈11|,

which is a probabilistic mixture of unentangled states, and hence every pair of three
qubits is not entangled. However, since |GHZ〉 is written as
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|GHZ〉 = 1√
2
(
|00〉AB + |11〉AB√

2
⊗ |0〉C + |1〉C√

2

+ |00〉AB − |11〉AB√
2

⊗ |0〉C − |1〉C√
2

),

when C is measured in the basis of (|0〉 ± |1〉)/√2, the state of AB is then always
converted into |EPR〉AB, despite that the state was initially an unentangled σAB.
Indeed, when the measurement outcome corresponds to (|0〉−|1〉)/√2, for example,
Alice’s phase-flipped operation (|1〉 → −|1〉) results in |EPR〉AB. In this way, much
more complicated operations are possible by LOCC in multipartite settings than in
bipartite settings.

Moreover, the Schmidt decomposition cannot be applied to multipartite entangled
states. This makes the properties of multipartite entanglement more complicated. For
example, let us consider the following entangled state in three qubits:

|W〉 = 1√
3
(|0〉A|0〉B|1〉C + |0〉A|1〉B|0〉C + |1〉A|0〉B|0〉C) ,

which is called W state [15]. Contrary to the bipartite case, this state cannot be
expressed in the form of

√
p|000〉 + √1− p|111〉 no matter how select the local

basis of A, B, and C. As will be shown in the following sections, |GHZ〉 and |W〉 are
entangled in completely different ways (each has a different type of entanglement).

Note that the Schmidt decomposition (see Theorem A.4) can be applied even
for multipartite entangled states if the parties are grouped into two, such as A and
BC, and the Schmidt decomposition can be used to judge whether the two groups
are entangled or not. Let us denote, for example, the grouping by A:BC. When a
multipartite pure state is given, we can judge whether the state is entangled or not
by investigating the Schmidt decomposition for all possible groupings. For example,
in the case of a four-partite pure state on ABCD, if and only if any of the seven
groupings of A:BCD, B:ACD, C:ABD, D:ABC, AB:CD, AC:BD, AD:BC is not
entangled, the state is written as a product state of | f 〉A ⊗ |g〉B ⊗ |h〉C ⊗ |i〉D and
hence it is not entangled.

7.4.2 Stochastic LOCC

Suppose that a pure state |ψ〉 of three parties is converted into another pure state
|φ〉 by LOCC. As in (7.9), |ψ〉 and |φ〉 must then be related through (except for
normalization)

|φ〉〈φ| =
∑

l

(Xl ⊗ Yl ⊗ Zl)|ψ〉〈ψ|(Xl ⊗ Yl ⊗ Zl)
†.
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Moreover, since the state on the left hand side is a pure state, every term on the right
hand side must be equal to |φ〉 (except for normalization). It is then found that the
LOCC conversion of |ψ〉 → |φ〉 is possible if and only if there exist operators X , Y ,
Z such that |φ〉 = (X ⊗ Y ⊗ Z)|ψ〉.

For example, for two bipartite pure states |ψ〉 =
√

1
3 |00〉 +

√
2
3 |11〉 and |φ〉 =√

1
2 |00〉 +

√
1
2 |11〉, if we put

X =
(

1 0
0 1√

2

)
, Y = I,

we have |φ〉 = √3/2(X⊗Y )|ψ〉 (√3/2 is a normalization factor), and hence |ψ〉 →
|φ〉 = |EPR〉 is possible by LOCC. Note that, since the amount of entanglement of
|ψ〉 and |φ〉 is h(1/3) = 0.92 ebits and 1 ebit, respectively, the amount is increased
by LOCC, which seems to contradict that LOCC cannot newly create entanglement.
However, this is not the case, because the above conversion only succeeds with the
probability of 2/3 (see Exercise 7.3). LOCC cannot increase the average amount of
entanglement, but can do in a probabilistic way.4 Indeed, in the above example, the
average amount after the LOCC conversion is 2/3 ebits, which is less than 0.92 ebits
before the conversion. This type of operations, which succeed only stochastically,
are called stochastic LOCC (SLOCC). On the other hand, since the probability of
success of entanglement concentration and dilution asymptotically approaches to 1
for n→∞, such operations are called deterministic LOCC.

Moreover, the above stochastic LOCC is physically realized by making qubit A
pass through a filter such that the transmittance of |0〉 is as two times as that of |1〉
(the conversion succeeds when the qubit passes through the filter). In this sense,
stochastic LOCC is sometimes called local filtering.

Exercise 7.3 Show that the maximal probability of success of converting |ψ〉 =√
1
3 |00〉 +

√
2
3 |11〉 to |φ〉 =

√
1
2 |00〉 +

√
1
2 |11〉 by A’s local filtering is 2/3.

7.4.3 Classification of Multipartite Entanglement

When two pure states |ψ〉 and |φ〉 are interconverted by stochastic LOCC, namely
when |ψ〉 ↔ |φ〉 is possible, |ψ〉 and |φ〉 are called comparable. Contrary, neither
the conversion of |ψ〉 → |φ〉 nor |ψ〉 ← |φ〉 is possible, |ψ〉 and |φ〉 are called incom-
parable. Incomparable states cannot be compared of the amount of entanglement,
because they contain completely different types of entanglement.

4 However, even in a probabilistic way, it is impossible to create any entangled state from unentangled
states by LOCC.
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Here, let us consider the condition that |ψ〉 and |φ〉 are comparable [15]. The
reduced density operators of |ψ〉 and |φ〉 are denoted by like σψA and σφA, respectively,
and the rank of σ is denoted by rank(σ). If the operator X of satisfying |φ〉 =
(X ⊗ I ⊗ I )|ψ〉 exists, rank(σφA) ≤ rank(σψA) must hold because σφA = XσψA X†.
Moreover, since rank(σA) = rank(σBC) holds for both pure states |ψ〉 and |φ〉,
rank(σφBC) ≤ rank(σψBC) also must hold. Suppose now that the conversion of |ψ〉 −→
|φ〉 is possible by stochastic LOCC, and hence operators X , Y , Z such that

|φ〉 = (X ⊗ Y ⊗ Z)|ψ〉 = (I ⊗ Y ⊗ Z)(X ⊗ I ⊗ I )|ψ〉

exist. It will be found by repeating the above discussion twice that rank(σφA) ≤
rank(σψA) must hold. This is the case also for parties B and C. Namely, stochastic
LOCC, which converts a pure state into another pure state, cannot increase the rank of
the reduced density operator of any party. Since both conversions of |ψ〉 → |φ〉 and
|φ〉 → |ψ〉must be possible so that |ψ〉 and |φ〉 are comparable, the two corresponding
reduced density operators must have the same rank for every party.

From the above, pure states on three qubits A, B, and C are classified by the ranks
of the reduced density operators as follows 5:

(1) States with rank(σA) = rank(σB) = rank(σC) = 1: Completely unentangled
states like |000〉 (A-B-C class).

(2) States such that rank(σA) = 1 but rank(σB) = rank(σC) = 2: Two parties
among three are entangled like |0〉A|EPR〉BC (there are three possible classes
A-BC, B-AC and C-AB depending on which pairs of parties are entangled).

(3) States with rank(σA) = rank(σB) = rank(σC) = 2: Three parties are genuinely
entangled. |GHZ〉 and |W〉 belong to this class.

Exercise 7.4 For a pure state on three qubits, show that there does not exist a class
such that rank(σA) = rank(σB) = 1 and rank(σC) = 2.

Moreover, stochastic LOCC on a pure state has a property such that it cannot
increase the minimal number of expansion terms in product states. This is because,
when |ψ〉 is expanded in product states as

|ψ〉 =
m∑

i=1

λi | fi 〉 ⊗ |gi 〉 ⊗ |hi 〉,

where the number of expansion terms is m, the following

|φ〉 = (X ⊗ Y ⊗ Z)|ψ〉 =
m∑

i=1

λi X | fi 〉 ⊗ Y |gi 〉 ⊗ Z |hi 〉

5 In the case of bipartite pure states, the Schmidt decomposition is applicable and they are classified
by the number of terms in the Schmidt decomposition, because it is equal to the rank of the reduced
density operators.
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Fig. 7.6 Classification of
tripartite pure states

GHZ W

A−BC B−AC C−AB

A−B−C

is also an expansion in product states, and hence |φ〉 can be necessarily expanded
in less than or equal to m product states. The minimal numbers of expansion terms
for |GHZ〉 and |W〉 are different, 2 and 3 respectively [15]. It is immediate from this
that the conversion of |GHZ〉 → |W〉 is impossible. Moreover, if |W〉 → |GHZ〉
would be possible and hence operators X , Y , Z such that |GHZ〉 = (X⊗Y ⊗ Z)|W〉
would exist, since the ranks of the reduced density operators of |GHZ〉 and |W〉 on all
subsystems are 2 (full rank), operators X , Y , Z must be also full rank and invertible.
We would then have (X−1 ⊗ Y−1 ⊗ Z−1)|GHZ〉 = |W〉, which contradicts that
|GHZ〉 → |W〉 is impossible. Therefore, it is concluded that |W〉 → |GHZ〉 is also
impossible. The class of (3) above is then further classified into two subclasses by
the minimal number of expansion terms in product states:

(3A) The minimal number of expansion terms is 2 (GHZ class).
(3B) The minimal number of expansion terms is 3 (W class).

The classification is summarized in Fig. 7.6 [15], where the conversion by stochastic
LOCC is possible in the direction of arrows. It is then clear from the figure that
|GHZ〉 and |W〉 are incomparable, and they have different types of entanglement.
In this way, there can exist many types of entanglement in multipartite settings.
Note that, even in the asymptotic settings of n → ∞, the reversible conversion of
|GHZ〉⊗n ↔ |W〉⊗nE is also impossible by deterministic LOCC (no matter how real
parameter E is chosen) [16], which is quite contrast to the bipartite case of (7.19).
Moreover, more detailed classification of entanglement has been made from the view
point of LOCC convertibility [17].

7.5 Mixed-State Entanglement

7.5.1 Entanglement Criteria

Let us consider a mixed state, where two Bell states |φ+〉 and |φ−〉 in (7.5) are mixed
with equal weight in a probabilistic way. Since the density operator of this mixed
state σ is rewritten as

σ = 1

2
|φ+〉〈φ+| + 1

2
|φ−〉〈φ−| = 1

2
|00〉〈00| + 1

2
|11〉〈11|,
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σ is equivalent to the probabilistic mixture of two unentangled pure states. As a
result, the outcome of any measurement on σ can be explained by the ensemble of
unentangled states, and hence σ should not be considered entangled. In this way,
due to the ambiguity of the ensemble interpretation, the characteristics of entangle-
ment of mixed states are much more complicated than pure states. The definition of
entanglement including the case of mixed states is then as follows:

Definition 7.1 A state is entangled if and only if the density operator cannot be
represented by a probabilistic mixture of unentangled pure states [18].

By definition, a bipartite unentangled state is written as

σ =
∑

i

pi | fi 〉〈 fi | ⊗ |gi 〉〈gi |, (7.21)

where pi ≥ 0. Note that both | fi 〉 and |gi 〉 are not necessarily orthogonal sets. Note
further that the unentangled states of (7.21) are frequently called separable states
from its form.

The above definition of entanglement implies that, to judge whether a given mixed
state is entangled or not, we have to investigate all possible decompositions of the
density operator into pure states while searching for the form of (7.21). Contrary to
the case of a bipartite pure state where its entanglement is easily judged by using the
Schmidt decomposition, no universal method to judge mixed-state entanglement has
been found yet. However, there have been found non-universal but simple methods
as follows: The mathematical operation of transposing the basis of Alice only (or
Bob only) is called partial transposition, which is denoted by TA (or TB). When
density operator σ is expanded by using orthonormal sets of Alice and Bob as

σ =
∑
i jkl

Ci jkl |i〉〈 j | ⊗ |k〉〈l|,

the partially transposed operator σTA is given by

σTA =
∑
i jkl

Ci jkl | j〉〈i | ⊗ |k〉〈l|. (7.22)

Note that, contrary to σ, the partially transposed operator is not necessarily positive
(Exercise 7.7). However, let us consider the case where σ is unentangled. Since an
unentangled state is necessarily written in the form of (7.21), we have

σTA =
∑

i

pi | f̄i 〉〈 f̄i | ⊗ |gi 〉〈gi |.

This operator is still a positive operator (σTA ≥ 0). Conversely, if the partially
transposed operator of a given density operator is not a positive operator, the density
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operator is never written in the form of (7.21). Therefore, we have the following
theorem called the Peres criterion:

Theorem 7.2 A state σ, which does not satisfy σTA ≥ 0, is entangled [19].

Exercise 7.5 Show TrX TA = TrX , TrX TA Y TA = TrXY for any Hermitian operators
X and Y .

Exercise 7.6 Show {(Y1⊗Y2)X (Y3⊗Y4)}TA = (Y T
3 ⊗Y2)X TA(Y T

1 ⊗Y4), where Y1,
Y2, Y3 and Y4 are operators on C

d , and X is an operator on C
d⊗C

d . Moreover, show
that the eigenvalues of σTA do not depend on the choice of the basis to which a partial
transposition is applied (do not depend on the choice of the basis of |i〉〈 j | ⊗ |k〉〈l|
in (7.22)).

Exercise 7.7 Find the eigenvalues and eigenstates of (|ψ〉〈ψ|)TA for any bipartite
pure state |ψ〉. Moreover, show that at least one of the eigenvalues of (|ψ〉〈ψ|)TA is
negative when |ψ〉 is entangled.

Now, denoting the transposed operator of an operator X by X T , we have X T ≥ 0
for any positive operator X ≥ 0, and hence a partial transposition is a positive
map. On the other hand, a partial transposition is nothing but transposing a part of a
composite system (TA is transposing Alice’s subsystem of the composite system of
Alice and Bob), and it is found from the above Exercise 7.7 that a partial transposition
is not a positive map. Namely, a transposition is a positive map but is not a completely
positive map. When not only a transposition but general positive map Θ is applied
to Alice’s part of an unentangled state (7.21), we have

∑
i

piΘ(| fi 〉〈 fi |)⊗ |gi 〉〈gi |, (7.23)

which is a positive operator sinceΘ(| fi 〉〈 fi |) ≥ 0. Conversely, if the operator, which
is obtained by applying positive map Θ to Alice’s part of state σ, is not a positive
operator, it is concluded that the state σ is entangled. In this way, a positive map
that is not completely positive provides a method to judge entanglement. A map of
X �→ (TrX)I − X is also a positive map that is not completely positive, and the
operator obtained by applying this to Alice’s part of state σ is given by IA⊗σB−σ,
where σB ≡ TrAσ. Therefore, we have the following theorem called a reduction
criterion:

Theorem 7.3 A state σ, which does not satisfy IA ⊗ σB − σ ≥ 0, is entangled [20,
21].

Note that, when σ is a (bipartite) pure state, the converse of Theorem 7.2 and
Theorem 7.3 holds true. Namely, both σTA and IA⊗σB−σ have at least one negative
eigenvalue when the pure state σ is entangled (Exercise 7.7). However, when σ is
a mixed state, the converse of Theorem 7.2 and Theorem 7.3 do not hold true in
general. Indeed, mixed states that is entangled despite of σTA ≥ 0 have been found.
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Fortunately, however, in qubit-qubit system (C2 ⊗ C
2) and in qubit-qutrit system

(C2 ⊗ C
3), Theorem 7.2 and Theorem 7.3 become equivalent,6 and the converse

also hold true.7 Namely, in those low dimensional systems, the Peres criterion and
reduction criterion become necessary and sufficient conditions to judge entanglement
[20, 22].

Exercise 7.8 Let |Ψ 〉 be a maximally entangled state of (7.3). Show 〈Ψ |σ|Ψ 〉 ≤ 1
d

for any unentangled state σ by using (|Ψ 〉〈Ψ |)TA .

As shown above, since a transposition is not a completely positive map (i.e. it is
not a TPCP map), the operation of transposing a density operator cannot be directly
realized as a physical operation. The operation of partially transposing a part of a com-
posite system cannot be directly realized also. A partial transposition is absolutely a
mathematical operation. Therefore, to experimentally judge entanglement by the use
of the Peres criterion, we first need to experimentally determine all elements of the
density operator of the state to be judged, next mathematically construct the partially
transposed operator from it, and finally evaluate the positivity of the operator numer-
ically. However, a density operator on two d-dimensional systems contains d2 − 1
independent parameters, and hence, for the determination of the density operator, we
have to experimentally obtain the expected values of d2 − 1 physical observables,
which becomes much more difficult for large d. On the other hand, there is an effi-
cient method to obtain the evidence of entanglement, that is called a entanglement
witness [22, 23].

For example, let us consider the following operator on two d-dimensional systems:

W = 1

d
I − |Ψ 〉〈Ψ |, (7.24)

where |Ψ 〉 is a maximally entangled state of (7.3). The operator W is an Hermitian
operator, and hence a physical observable. Let us denote the expected value of W
with respect to a state σ by Eσ[W ]. When σ is an unentangled state, we have (see
Exercise 7.8)

Eσ[W ] = Trσ(
1

d
I − |Ψ 〉〈Ψ |) = 1

d
− 〈Ψ |σ|Ψ 〉 ≥ 0.

Namely, we have Eσ[W ] < 0 only when σ is entangled, and hence the fact of
Eσ[W ] < 0 can be used as the evidence (witness) that σ is entangled. An operator
of having such a property is called a witness operator. We can obtain the evidence of
entanglement by only investigating the expected value of a witness operator without
determining all elements of a density operator.

Note, however, that it is troublesome that an appropriate witness operator must
be chosen depending on the state to obtain the evidence. For example, considering

6 They are indeed equivalent in C
2 ⊗ C

n for n ≥ 2.
7 Due to the fact that any positive map Γ in C

2 ⊗C
2 and C

2 ⊗C
3 is written as Γ = Θ1 +Θ2 ◦ T

with Θ1 and Θ2 being completely positive maps (T denotes transposition).
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the case where d = 2 and |Ψ 〉 is chosen to be the Bell state |φ+〉 given in (7.5),
the witness operator in (7.24) becomes W = 1

2 I − |φ+〉〈φ+|. When the state is
σ = |φ+〉〈φ+|, we have Eσ[W ] = −1/2 < 0, and hence we can obtain the evidence
of the entanglement of σ in terms of the expected value of W . When the state is
the Bell state of σ = |φ−〉〈φ−|, however, we have Eσ[W ] = 1/2 ≥ 0, and hence
we cannot obtain the evidence. To obtain the evidence in this case, we have to use
another witness operator such as W = 1

2 I − |φ−〉〈φ−|.
Exercise 7.9 Let σ be an entangled state which does not satisfy σTA ≥ 0 (see
Theorem 7.2), μ < 0 be a negative eigenvalue of σTA , and |μ〉 be the corresponding
eigenstate. Show that W = (|μ〉〈μ|)TA is an entanglement witness that can provide
the evidence of the entanglement in σ. Moreover, show that |μ〉 is entangled.

7.5.2 LOCC on Mixed States

Let us consider the LOCC conversion from a mixed state σ to |EPR〉 [3] as in the
case of entanglement concentration for pure states. This LOCC conversion is called
entanglement distillation, because the situation is as if distilling pure |EPR〉 from
an impure mixed state. When at most |EPR〉⊗nED is distilled from σ⊗n , namely when
the conversion of

σ⊗n −→ |EPR〉⊗nED (7.25)

is possible by LOCC for large n limit, ED is called distillable entanglement. Note
that this LOCC conversion is asymptotically defined in the limit of n → ∞. For
example, unless n is finite, the entangled mixed state σ⊗n on two d-dimensional
systems (on C

d⊗C
d ) cannot be converted exactly to |EPR〉⊗1 by LOCC, if rank(σ) ≥

d2 − 2 [24, 25]. Even in such cases, however, it is frequently possible to distill a
state ρn that asymptotically approaches |EPR〉⊗m such that

σ⊗n −→ ρn and lim
n→∞〈EPR⊗m |ρn|EPR⊗m〉 = 1 (7.26)

in the limit of n→∞. This type of conversion in n→∞ is called asymptotic con-
version (entanglement concentration and dilution for pure states are also asymptotic
conversions). To be precise, ED is also defined as a maximal possible rate of m/n in
the asymptotic conversion of (7.26).

Now, since |EPR〉⊗m in (7.26) is a maximally entangled state on C
2m ⊗C

2m
, it is

invariant under local unitary transformation (UA ⊗ ŪB) due to the property of (7.4).
So, suppose that Alice and Bob randomly pick up U on C

2m
and apply (UA⊗ ŪB) to

ρn , but after the application, they forget which U is applied. These operations, called
twirling, convert ρn to

ρ′n =
1

Ω

∫
dU (UA ⊗ ŪB)ρn(UA ⊗ ŪB)

†, (7.27)
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where 1
Ω

∫
dU · · · denotes the average over all unitary operators on C

2m
. In this

conversion, since

Fn ≡ 〈EPR⊗m |ρ′n|EPR⊗m〉
= 1

Ω

∫
dU 〈EPR⊗m |(UA ⊗ ŪB)ρn(UA ⊗ ŪB)

†|EPR⊗m〉
= 〈EPR⊗m |ρn|EPR⊗m〉, (7.28)

the fidelity with |EPR〉⊗m remains invariant. Moreover, by virtue of (7.27), ρ′n is
invariant under unitary transformation of (UA⊗ ŪB) for any U . The states on C

2m ⊗
C

2m
with this invariance are always written as a probabilistic mixture of |EPR〉⊗m

and (I ⊗ I )/22m (Exercise 7.10), which is called an isotropic state. As a result, ρ′n
is expressed using Fn in (7.28) as

ρ′n = Fn(|EPR〉〈EPR|)⊗m + (1− Fn)
(I ⊗ I )− (|EPR〉〈EPR|)⊗m

22m − 1
. (7.29)

From the above, without loss of generality, the process of entanglement distilla-
tion can be considered as the asymptotic conversion whose final state is always an
isotropic state ρ′n such that

σ⊗n −→ ρ′n and lim
n→∞ Fn = lim

n→∞〈EPR⊗m |ρ′n|EPR⊗m〉 = 1. (7.30)

Exercise 7.10 Find an Hermitian operator A on C
d ⊗ C

d that is invariant under
unitary transformation (UA⊗ŪB) for any U by the following steps [20]: (1) Represent
A as A =

∑
mnop

amnop|mn〉〈op| by using local bases, and consider the invariance

condition for U such that U |m0〉 = −|m0〉 only for a particular local basis |m0〉. (2)
Consider for U such that U |m0〉 = i |m0〉. (3) Consider for U such that it exchanges
two local bases of |m0〉 and |m1〉 (m0 �= m1). (4) Consider for U such that U |m0〉 =
(|m0〉 + |m1〉)/

√
2, and U |m0〉 = (|m0〉 − |m1〉)/

√
2.

Contrary to entanglement distillation, when at least |EPR〉⊗nEC is necessary to
produce σ⊗n , namely when the conversion of

|EPR〉⊗nEC −→ σ⊗n (7.31)

is possible by LOCC, EC is called entanglement cost (which is defined through an
asymptotic conversion as well as entanglement distillation). It has been shown that
EC > 0 for any entangled state [26]. As shown in Sect. 7.3.6, when σ is a pure state,
the reversible conversion is possible and hence ED = EC = H(σA). When σ is a
mixed state, however, the conversion becomes irreversible in general and ED < EC.
Namely, in the conversion cycle of
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|EPR〉⊗nEC −→ σ⊗n −→ |EPR〉⊗nED ,

ΔE ≡ EC − ED ebits of entanglement is lost per one pair of σ. Once pure-state
entanglement is converted into mixed-state entanglement, a part of it cannot be
extracted as pure-state entanglement anymore. By analogy with bound energy in
thermodynamics, ΔE is called bound entanglement [27].

As mentioned in Sect. 7.5.1, the converse of Theorem 7.2 does not hold true in
general, and there exists an entangled mixed state σ despite σTA ≥ 0. Let us consider
LOCC on such states. Applying partial transposition on both sides of the Kraus
representation (7.9), we have (Exercise 7.6)

(σ′)TA =
∑

l

(M̄l ⊗ Nl)σ
TA(M̄l ⊗ Nl)

†,

and hence (σ′)TA ≥ 0 for σTA ≥ 0. On the other hand, (|EPR〉〈EPR|)TA is not a
positive operator. Therefore, entangled σ of satisfying σTA ≥ 0 cannot be converted,
in any way, to |EPR〉, and we have

Theorem 7.4 Entanglement distillation is impossible (ED = 0) for a state σ which
satisfies σTA ≥ 0 [27].

Namely, entangled mixed state σ with σTA ≥ 0 has no distillable entanglement
(ED = 0) though it is entangled, which implies that all entanglement in the state
is bound (the state only contains bound entanglement). This state is called a bound
entangled state [27]. In this way, strange phenomena appear by considering LOCC
on entangled mixed states [27–29].

On the other hand, according to Theorem 7.3, the state σ which does not satisfy
IA ⊗ σB − σ ≥ 0 is entangled, but those entangled states can be converted to |EPR〉
by applying a LOCC protocol (so-called BBPSSW protocol [30]) and local filtering,
and hence the following holds:

Theorem 7.5 Entanglement distillation is possible (ED > 0) for state σ which does
not satisfy IA ⊗ σB − σ ≥ 0 [27].

7.5.3 Entanglement Measure

As shown in Sect. 7.3.6, the amount of entanglement of a bipartite pure state σ is
determined to be H(σA) by considering entanglement concentration and dilution by
LOCC. In the same manner, both ED and EC represent the amount of entanglement
in a mixed state, but the amount in a mixed state is not unique, and as shown later,
there exist other quantities than ED and EC. In general, a function E(σ) that satisfies
the following properties becomes a measure to quantify the amount of entanglement,
called an entanglement measure [31–33]:
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(1) Monotonicity: The average value of the function E(σ) does not increase under
LOCC. Namely, when σi is obtained with probability pi by LOCC from σ (this
is denoted by σ→ {pi ,σi } hereafter), E(σ) ≥

∑
i

pi E(σi ).

(2) Concavity: The value of the function E(σ) is not increased by mixing of states.
Namely,

∑
i

pi E(σi ) ≥ E
( ∑

i

piσi
)
.

(3) When σ is unentangled, E(σ) = 0.
(4) When σ is a pure state, E(σ) = H(σA) = H(σB).

However, it is unclear whether ED satisfies the concavity of (2), and the concavity
is sometimes excluded from the properties that should be satisfied by entangle-
ment measures (EC satisfies all the properties of (1)–(4)). Moreover, there are some
important properties related to asymptotic conversions as follows, though those are
not necessarily satisfied by all entanglement measures:

(5) Weak additivity: E(σ⊗n) = nE(σ) for any state σ.
(6) Asymptotic continuity for pure states: When ρn asymptotically approaches to
|ψ〉⊗n such that 〈ψ⊗n|ρn|ψ⊗n〉 → 1 for n→∞, 1

n |E(|ψ〉⊗n)− E(ρn)| → 0.

For a given entanglement measure E(σ), the function produced from it by

E∞(σ) = lim
n→∞

E(σ⊗n)

n

is called an asymptotic entanglement measure. An asymptotic entanglement mea-
sure automatically satisfies the weak additivity of the above (5) by definition.8

7.5.4 Entanglement of Formation

The function EF (σ) defined in the following way is an entanglement measure called
entanglement of formation (EoF) [3]:

EF (σ) = min
∑

k

λk HA(|ψk〉), (7.32)

where HA(|ψ〉) = H(TrA|ψ〉〈ψ|), and minimization is performed over all possible
decompositions of σ into pure states as σ =

∑
k

λk |ψk〉〈ψk |.
Here, to understand the operational meaning of EF , let us consider the following

LOCC process: First, Alice (or Bob) produces a random value k with the probability
of λk . Next, depending on the random value k, Alice and Bob produce |ψk〉 from

8 Note that, even though E satisfies (1) and (2), E∞ does not necessarily satisfy them. If E also
satisfies subadditivity, however, E∞ automatically satisfies the weak monotonicity (1′) and (2) [34].
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|EPR〉 by entanglement dilution shown in Sect. 7.3.5. Finally, Alice and Bob forget
the information of the random value k. The sate they share then becomes the mixed
state of σ =

∑
k

λk |ψk〉〈ψk |. Since the number of |EPR〉 necessary to produce |ψk〉
by entanglement dilution is HA(|ψk〉), the average number of |EPR〉 consumed in the
above LOCC process is

∑
k

λk HA(|ψk〉). The average number depends on how to

decompose σ into pure states, and the minimal value is just EF (σ). Namely, EF (σ)
is the minimal number of |EPR〉 necessary to produce σ by the above LOCC process.

It has been proved that entanglement cost EC is the asymptotic entanglement
measure of entanglement of formation EF , namely

EC(σ) = lim
n→∞

EF (σ
⊗n)

n
(7.33)

holds for any bipartite mixed state σ [35]. Note that the existence of the limit
limn→∞ EF (σ

⊗n)
n is guaranteed by Lemma A.7 and the weak subadditivity EF

(σ⊗(m+n)) ≤ EF (σ
⊗m) + EF (σ

⊗n). Then, we have another expression limn→∞
EF (σ

⊗n)
n = infn≥1

EF (σ
⊗n)

n . Since EF does not satisfy the weak additivity of the
property of (5) in Sect. 7.5.3 [36], EF (σ) and EC(σ) do not coincide with each other,
and hence

EC(σ) ≤ EF (σ)

holds in general.
It is confirmed that EF satisfies the properties of (1)–(4) in Sect. 7.5.3 as follows:

The concavity of (2) and the property of (3) are obviously satisfied by definition.
Moreover, when σ is a pure state, the satisfaction of EF (σ) = H(σA) of the property
(4) is also obvious. Concerning the monotonicity of (1), let σ =

∑
k

λ̂k |ψ̂k〉〈ψ̂k |
be an optimal decomposition that achieves the minimization, and hence EF (σ) =∑

k

λ̂k HA(|ψ̂k〉). Suppose now that Bob performs a local operation, which results in

the conversion of |ψ̂k〉→ {pi |k,σ(k)i }, and hence σ→{pi ,σi = 1
pi

∑
k

pi |k λ̂kσ
(k)
i }

where pi =
∑

k

pi |k λ̂k . Then, we have

∑
i

pi EF (σi ) =
∑

i

pi EF (
1

pi

∑
k

pi |k λ̂kσ
(k)
i )

(a)≤
∑
ik

pi |k λ̂k EF (σ
(k)
i )

(b)≤
∑
ik

pi |k λ̂k HA(σ
(k)
i )

(c)≤
∑

k

λ̂k HA(
∑

i

pi |kσ(k)i )

(d)=
∑

k

λ̂k HA(|ψ̂k〉) = EF (σ).
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Here, we used the concavity of EF for the inequality (a), the definition of EF for
(b), and the convexity of HA for (c). Moreover, since the reduced density operator
of Alice remains unchanged by Bob’s local operation considered here, we have
TrB

∑
i pi |kσ(k)i = TrB|ψ̂k〉〈ψ̂k |, and hence the equality (d) holds. Since HA(|ψ〉) =

HB(|ψ〉) for a pure state, HA in (7.32) can be replaced by HB. Therefore, we have
the same inequality also for Alice’s local operation, and after all the monotonicity
under LOCC is satisfied.

In general, the calculation of entanglement of formation is a very hard task,
because we must perform the minimization over all possible decompositions into
pure states. For any state σ on C

2 ⊗ C
2, however, the following formula for calcu-

lating EF (σ) has been obtained [37]: Let σ̃ = (σy ⊗ σy)σ̄(σy ⊗ σy) where σ̄ is the
complex conjugate of σ, and let l0, l1, l2, and l3 be four eigenvalues of

√√
σσ̃
√
σ in

decreasing order. According to the formula, the entanglement formation of σ is then
calculated through EF (σ) = h( 1

2 + 1
2

√
1− C2), where C=max{l0−l1−l2−l3, 0}

is called concurrence.

Exercise 7.11 Let |ψ〉 be an entangled state on C
2 ⊗ C

2, and |ψ̃〉 ≡ (σy ⊗ σy)|ψ̄〉.
Show that |〈ψ|ψ̃〉| = 1 when |ψ〉 is a maximally entangled state. Moreover, show
that |〈ψ|ψ̃〉| = 0 when |ψ〉 is unentangled.

Exercise 7.12 Find the concurrence for a pure state |ψ〉 = √p|00〉 + √1− p|11〉,
and for an isotropic state σ = F |EPR〉〈EPR| + (1− F)(I ⊗ I − |EPR〉〈EPR|)/3.

7.5.5 Relative Entropy of Entanglement

The function ER(σ) defined in the following way is an entanglement measure called
relative entropy of entanglement [31, 38]:

ER(σ) = min
ρ

D(σ||ρ) = min
ρ

[
Trσ logσ − Trσ log ρ

]
, (7.34)

where the minimization is performed over all unentangled states ρ. Since the relative
entropy D(σ||ρ) is roughly considered as a distance between states σ and ρ (to
be exact, it is not a distance as shown in Sect. 6.3.2), ER(σ) is roughly a minimal
distance from σ to the set of unentangled states. The proof is not explicitly shown
here, but ER(σ) also satisfies the properties of (1)–(4) in Sect. 7.5.3. The monotonicity
under trace-preserving LOCC (TP-LOCC) is relatively easily confirmed as follows:
Denoting the map of TP-LOCC byΛ, and denoting ρ that achieves the minimization
of D(σ||ρ) by ρ̂, we have

ER(Λ(σ)) = min
ρ

D(Λ(σ)||ρ) ≤ D(Λ(σ)||Λ(ρ̂)) ≤ D(σ||ρ̂) = ER(σ),

by noting thatΛ(ρ̂) is unentangled becauseΛ is LOCC, and noting the monotonicity
of relative entropy for a TPCP map (Theorem 6.7).

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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For any bipartite mixed state σ, the following inequality holds between ER(σ)
and EF (σ):

ER(σ) ≤
∑

k

λ̂k ER(|ψ̂k〉) =
∑

k

λ̂k EF (|ψ̂k〉) = EF (σ),

where σ =
∑

k

λ̂k |ψ̂〉〈ψ̂k | is the decomposition of σ that achieves the minimization

of EF (σ), and the concavity of ER was used in the first inequality. Moreover, using
quantum Stein’s lemma (Theorem 8.1), the inequality of

ED(σ) ≤ ER(σ)

has been proved [39, 40]. Namely, ER(σ) has an important role as an upper bound
of ED(σ).

Contrary to EF , no closed formula for the easy calculation of ER(σ) has been
obtained even in the simplest case of C

2⊗C
2, but it is possible to derive σ such that

ER(σ) = D(σ||ρ̂) for any given ρ̂ [41].
Moreover, the definition of ER can be easily extend to the case of multipartite

settings. The multipartite ER reflects the variety of properties of multipartite entan-
glement, and indeed it has been shown that it does not satisfy the weak additivity
even for a pure state, and so on [16, 42].

7.5.6 Relationship among Entanglement Measures

As shown in Sect. 7.3.6, the reversible LOCC conversion of

|ψ〉⊗n ←→ |EPR〉⊗nH(σA), (7.35)

plays a crucial role in quantifying the amount of entanglement for a bipartite pure
state |ψ〉. Let us take a look at this role from the viewpoint of entanglement measures.

Suppose that an entanglement measure E satisfies the monotonicity (1) and
asymptotic continuity for pure states (6) in Sect. 7.5.3. Considering then the asymp-
totic conversion in the direction of −→ in (7.35), we have

E(|ψ〉⊗n) ≥ E(|EPR〉⊗nH(σA)).

However, considering the asymptotic conversion in the direction of ←−, we also
have

E(|ψ〉⊗n) ≤ E(|EPR〉⊗nH(σA)),

http://dx.doi.org/10.1007/978-3-662-43502-1_8
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and after all we have E(|ψ〉⊗n) = E(|EPR〉⊗nH(σA)). If E further satisfies the weak
additivity of (5), we have E(|ψ〉) = H(σA)E(|EPR〉). Since E(|EPR〉) is a constant,
if the entanglement measure E is normalized such as
(4′) Normalization: E(|EPR〉) = 1,
we finally arrive at E(|ψ〉) = H(σA). Namely, when an entanglement measure
satisfies the monotonicity (1), normalization (4′), weak additivity (5), and asymptotic
continuity for pure states (6), the measure necessarily coincides with H(σA) for
bipartite pure states. This fact is called the uniqueness theorem for entanglement
measures [34].

In the case of mixed states σ, if E satisfies the concavity (2) in addition to the
monotonicity (1), normalization (4′), weak additivity (5), and asymptotic continuity
for pure states (6), the following inequality then holds:

E(σ)
(5)= E(σ⊗n)

n

(2)≤
∑

k λ̂k E(|ψ̂k〉)
n

(1),(4′),(5),(6)=
∑

k λ̂k EF (|ψ̂k〉)
n

= EF (σ
⊗n)

n
= EC(σ),

where E(|ψ̂k〉) = EF (|ψ̂k〉) due to the uniqueness theorem, σ⊗n =∑
k λ̂k |ψ̂k〉〈ψ̂k |

is an optimal decomposition for entanglement of formation, and (7.33) was used.
Moreover, considering the asymptotic conversion of (7.25), we have

E(σ)
(5)= E(σ⊗n)

n

(1),(6)≥ E(|EPR〉⊗nED(σ))

n
(4′),(5)= ED(σ). (7.36)

It is concluded from the above that, when an entanglement measures E satisfies
the monotonicity (1), concavity (2), normalization (4′), weak additivity (5), and
asymptotic continuity for pure states (6), the measure necessarily bounded as [43]

ED(σ) ≤ E(σ) ≤ EC(σ).

Note that it is possible to loosen the satisfaction conditions for the inequality for
ED (7.36). Since the LOCC process of entanglement distillation is trace-preserving,
the monotonicity (1) can be replaced with the weaker condition of
(1′) Weak monotonicity: E(σ) ≥ E(Λ(σ)) for trace-preserving LOCC Λ.
Moreover, since the final state of entanglement distillation can be considered to be
an isotropic state as (7.30) without loss of generality, the asymptotic continuity for
pure states (6) can be replaced with
(6′) Continuity for isotropic states: lim

Fn→1
E(ρ′n) = m with ρ′n being the isotropic state

of (7.29).
Namely, when a function E satisfies the weak monotonicity (1′), normalization (4′),
weak additivity (5), and continuity for isotropic states (6′), the function E provides
an upper bound for distillable entanglement ED [43].
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7.5.7 Entanglement Monotone

The calculation of the entanglement measures shown so far, such as ED , EC, EF ,
and ER , is a very hard task for general mixed states. It is then convenient to introduce
a function that only satisfies the most important property of the monotonicity (1),
among the properties (1)–(4) in Sect. 7.5.3. This function, called an entanglement
monotone [44], can also be used as a simpler measure to quantify the amount of
entanglement. For example, the concurrence appeared in the formula for calculating
EF is an entanglement monotone, because it satisfies the properties (1), (2), and (3),
while it does not satisfy the property of (4). Moreover, the following function

L N (σ) = log Tr|σTA |,

is also an entanglement monotone, called logarithmic negativity [45]. It is found
that L N (σ) = 0 for an unentangled state, because an unentangledσ satisfiesσTA ≥ 0
according to the Peres criterion (Theorem 7.2), and hence Tr|σTA | = TrσTA = Trσ =
1. The logarithmic negativity provides an upper bound of ED as

ED(σ) ≤ L N (σ),

because it satisfies the weak monotonicity (1′), normalization (2′), weak additivity
(5), and continuity for isotropic states (6′).

Exercise 7.13 Express the logarithmic negativity for a bipartite pure state |ψ〉 by
using the Schmidt coefficients of |ψ〉. Using this result, find the logarithmic negativity
for a maximally entangled state |Ψ 〉 on two d-dimensional systems.
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Chapter 8
Classical-Quantum Channel Coding

8.1 Introduction

The transmission of messages over classical channels from a sender to a receiver
is called classical communication. On the other hand, quantum communication
has two different formulations according to what is transmitted over quantum
channels. One is classical-quantum channel coding (cq channel coding), that
is, message transmission using carriers governed by quantum mechanics, and the
other is quantum-quantum channel coding (qq channel coding), which is faithful
transmission of quantum states over noisy quantum channels.

Historically speaking, the theory of classical-quantum channel coding [1, 2] was
developed partially in the studies from 1960s to 1970s, motivated by the invention of
lasers in 1960. Later the classical-quantum channel coding theorem was established
in the middle of 1990s by Holevo [3] and Schumacher-Westmoreland [4]. On the
other hand, quantum-quantum channel coding derives from the studies of quantum
error correcting codes [5, 6] in 1990s. Quantum error correction is a method to
protect quantum states used in the memory of quantum computers, which are apt to
be disturbed by quantum mechanical noises.

In this chapter, we study classical-quantum channel coding, while quantum-
quantum channel coding will be studied in Chap. 9. In classical-quantum channel
coding, the optimization of measurements is required at the receiver’s side, which
is the crucial difference from classical channel coding, since the receiver should
perform quantum measurements on the transmitted carrier to recover the message
from the sender. As is different from classical systems, the states of carriers change
inevitably by measurements. Thus it is important to obtain the measurement outcome
at once as effectively as possible. The essential difficulty in the detecting process is
to discriminate the states received in the receiver’s side. This type of discrimination
problem can be essentially converted to the quantum hypothesis problem between
two states in an enlarged system. From this reason, the theory of quantum hypothesis
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testing plays an important role in classical-quantum channel coding. In the following,
the theory of quantum hypothesis testing is described first, and then, the classical-
quantum channel coding theorem is studied.

8.2 Quantum Hypothesis Testing

8.2.1 Problem of Quantum Hypothesis Testing

Quantum hypothesis testing is a method to determine the true state based on data
given by a quantum measurement when two hypotheses of quantum states are given
on a Hilbert space. It is sometimes called simple quantum hypothesis testing to make
difference from composite hypothesis testing where the hypothesis to be tested is
composed of more than two density operators. In quantum hypothesis testing, the
difficulty derived from non-commutativity in quantum information theory appears
in the most simple manner, and the asymptotic theory of quantum hypothesis testing
provides fundamental tools for various problems in quantum information theory.

We assume from prior knowledge that either ρ ∈ S(H) or σ ∈ S(H) is the
true state, where S(H) is the set of density operators on a Hilbert space H. To
determine which is true, we need to obtain data from a quantum measurement on H.
Since the decision is alternative, “ρ is true” or “σ is true”, the whole process can be
considered as a two-valued quantum measurement (i.e., a two-valued POVM) with
the form {T, I−T }without loss of generality, where T is an operator on H satisfying
0 ≤ T ≤ I . Since we can identify T with the two-valued POVM {T, I − T }, an
operator T satisfying 0 ≤ T ≤ I is called a test. For a test T , there are two kinds
of error probabilities; the error of accepting σ when ρ is true and the error of the
converse situation, which are, respectively, written as

α(T ) := Trρ(I − T ), β(T ) := TrσT . (8.1)

As treated in Sect. 5.3.2, it is impossible to determine the true state with probability
one from one trial in general, except that two states have orthogonal supports, i.e.,
ρσ = 0. In the general case of two states with non-orthogonal supports, it is required
to study the asymptotic theory with a large number of samples in the same way as the
ordinary statistics theory. Among the asymptotic theories, the most simple setting is
the i.i.d. case where either of ρ or σ is given independently and identically n times. In
other words, when a certain apparatus keeps generating particles with the identical
state described by ρ or σ, we want to distinguish these states, in which the apparatus
is prepared, by quantum measurements on these particles.

Hereafter, the n-fold tensor product of a Hilbert space H is denoted by H⊗n =
H⊗H⊗ · · · ⊗H︸ ︷︷ ︸

n

in the same way as the exponential function of a scalar. Similarly

http://dx.doi.org/10.1007/978-3-662-43502-1_5
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n-fold tensor products of density operators ρ and σ are, respectively, written as

ρ⊗n = ρ⊗ ρ⊗ · · · ⊗ ρ︸ ︷︷ ︸
n

, σ⊗n = σ ⊗ σ ⊗ · · · ⊗ σ︸ ︷︷ ︸
n

. (8.2)

We consider hypothesis testing of ρn := ρ⊗n andσn := σ⊗n on the composite system
Hn := H⊗n . In the asymptotic theory of quantum hypothesis testing, it is important
to optimize the measurement as a POVM on the composite system Hn , rather than
making plural measurements on H individually. For a test Tn (0 ≤ Tn ≤ In) on Hn ,
we can define two kinds of error probabilities:

αn(Tn) := Trρn(In − Tn), βn(Tn) := TrσnTn, (8.3)

in the same way as the one-shot case, i.e., the case when n = 1. Since there is
a trade-off between these error probabilities, we can not minimize these two error
probabilities simultaneously. Thus we will impose the constant restriction on αn(Tn)

asαn(Tn) ≤ ε (0 < ε < 1), and we consider the optimal error probability for βn(Tn):

β∗n (ε) = min{βn(Tn) | Tn : test, αn(Tn) ≤ ε}. (8.4)

We will study the asymptotic behavior of β∗n (ε). For the problem of the constant
restriction, the following theorem holds, which is called the quantum Stein’s
lemma.

Theorem 8.1 ([7, 8]) For any 0 < ∀ε < 1,

lim
n→∞

1

n
logβ∗n (ε) = −D(ρ||σ) (8.5)

holds, where D(ρ||σ) is the quantum relative entropy.

We can see from this theorem that the quantum relative entropy is an operational
quantity for discrimination of two quantum states. The quantum Stein’s lemma
(Theorem 8.1) is composed of two inequalities:

lim sup
n→∞

1

n
logβ∗n (ε) ≤ −D(ρ||σ), (8.6)

lim inf
n→∞

1

n
logβ∗n (ε) ≥ −D(ρ||σ). (8.7)

In this section, we prove the former inequality [7] that is utilized in the later section.
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8.2.2 Trace Inequality for Quantum Hypothesis Testing

Since quantum hypothesis testing can be considered as the problem of optimizing
the trade-off between error probabilities, we often focus on the weighted sum:

w1 · α(T )+ w2 · β(T ) = w1Trρ (I − T )+ w2Trσ T, (8.8)

where w1 and w2 are positive real numbers. Let A = w1ρ and B = w2σ. Then the
solution of the minimization is characterized as follows. Hereafter, for a Hermitian
operator A − B, let {A − B > 0} be the projection to the positive part of A − B as
defined in Appendix (A.60). Similarly let (A−B)+ and (A−B)− be, respectively, the
positive and negative parts of A− B, and |A− B| be the absolute value operator. It is
recommended for readers who are not familiar with them to review the corresponding
description in Appendix (A.6.3).

Lemma 8.1 For any non-negative operators A and B,

max
X≤A
X≤B

TrX = min
0≤T≤I

{Tr A(I − T )+ TrBT } (8.9)

= 1

2
Tr(A + B)− 1

2
Tr|A − B| (8.10)

holds, where the minimum in (8.9) is attained by S := {A − B > 0}.
Proof For any operator X satisfying X ≤ A, X ≤ B and for any operator T
satisfying 0 ≤ T ≤ I , we have

Tr X = Tr XT + Tr X (I − T ) ≤ Tr AT + Tr B(I − T ). (8.11)

Thus, it must hold that

max
X≤A
X≤B

Tr X ≤ min
0≤T≤I

{Tr A(I − T )+ Tr BT }. (8.12)

On the other hand, letting S = {A − B > 0}, Y = A(I − S)+ BS, we have

Y = A − (A − B)S = A − (A − B)+ ≤ A, (8.13)

Y = B + (A − B)(I − S) = B − (A − B)− ≤ B, (8.14)

Since Y is an operator satisfying Y ≤ A, Y ≤ B and S is an operator satisfying
0 ≤ S ≤ I , we have

max
X≤A
X≤B

Tr X ≥ Tr Y = Tr A(I − S)+ Tr BS

≥ min
0≤T≤I

{Tr A(I − T )+ Tr BT }. (8.15)
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Combining (8.12) and (8.15) leads to the assertion (8.9) with the maximum in the
left hand side attained by Y and the minimum in the right hand side attained by
S = {A − B > 0}. Summing the both sides of the second equations in (8.13) and
(8.14) leads to

2{A(I − S)+ BS} = A + B − {(A − B)+ + (A − B)−}
= A + B − |A − B|. (8.16)

Taking the trace of the both sides, we obtain (8.10). �

In the asymptotic theory of hypothesis testing, the trace inequality for operators
in the following lemma takes an important role as a rigorous upper bound for (8.9).

Theorem 8.2 (Audenaert et al. [9]) For any non-negative operators A and B, let
S = {A − B > 0} and Y = A(I − S)+ BS. Then for 0 ≤ ∀s ≤ 1 we have

Tr Y = Tr A(I − S)+ Tr BS

= 1

2
Tr(A + B)− 1

2
Tr|A − B| ≤ Tr A1−s Bs . (8.17)

Proof The equalities have already been proved in the previous lemma. Here we show
a simplified proof [10, 11] by Narutaka Ozawa for the inequality. From A − B ≤
(A − B)+ we have A ≤ B + (A − B)+, which leads to As ≤ (B + (A − B)+)s
because f (x) = xs is an operator monotone function; see Appendix A.6.4. Hence
we obtain

Tr A − Tr A1−s Bs = Tr A1−s{As − Bs}
≤ Tr A1−s {

(B + (A − B)+)s − Bs} (8.18)

≤ Tr(B + (A − B)+)1−s {
(B + (A − B)+)s − Bs} (8.19)

= Tr(B + (A − B)+)− Tr(B + (A − B)+)1−s Bs

≤ Tr(B + (A − B)+)− TrB1−s Bs (8.20)

= Tr B + Tr(A − B)+ − Tr B, (8.21)

where (8.19) follows from A1−s ≤ (B + (A − B)+)1−s and the fact that
B + (A− B)+ ≥ B yields (B + (A− B)+)s − Bs ≥ 0. Similary, the last inequality
(8.20) follows from (B + (A − B)+)1−s ≥ B1−s . Taking (8.13) into account, we
have from (8.21) that

Tr Y = Tr A(I − S)+ Tr BS = Tr A − Tr(A − B)+ ≤ Tr A1−s Bs . (8.22)

�

This inequality is shown easily when A and B commute each other. In this case,
since S = {A−B > 0} also commutes with A and B, we have Y = A(I−S)+BS ≥



210 8 Classical-Quantum Channel Coding

0. Thus we can define Y s (0 ≤ s ≤ 1), which satisfies Y 1−s ≤ A1−s and Y s ≤ Bs

from (8.13), (8.14) and the operator monotonicity of xs (0 ≤ s ≤ 1). Consequently
we have

Tr A(I − S)+ Tr BS = Tr Y = Tr Y 1−sY s ≤ Tr A1−sY s ≤ Tr A1−s Bs,

which asserts (8.17). However, in the general case, this argument is not available,
since Y ≥ 0 does not always hold when A and B are not commutative. For the
original proof of the theorem, we can refer to the paper [9] and the textbook [12],
in which several strong techniques for operators are developed, while the alternative
proof written above is considerably simple.

Exercise 8.1 We consider the case where two pure states ρ and σ in (6.107) arise
with the equal probability 1

2 . Let A = 1
2ρ and B = 1

2σ. Calculate S = {A− B > 0}
specifically, where we assume 0 < a, b < 1, a2 + b2 = 1.

Exercise 8.2 (Continued) Calculate Y = A − (A − B)S and prove that Y is not
always non-negative definite. Note that TrY is the optimal (minimum) average error
probability from (8.8) and (8.9). Calculate TrY specifically.

Exercise 8.3 Give an alternative proof of (6.109) using the inequality (8.17).

8.2.3 Asymptotic Theory of Quantum Hypothesis Testing

Quantum hypothesis testing can be regarded as the problem of minimizing the
weighted sum of error probabilities in (8.8). Here we consider the weights w1 = 1
and w2 = ena with an arbitrary real number a, so that the weighted sum is given by

αn(Tn)+ enaβn(Tn) = Trρn (In − Tn)+ enaTrσn Tn . (8.23)

From Lemma 8.1, (8.23) is minimized when Tn is equal to

Sn,a := {ρn − enaσn > 0}. (8.24)

The test Sn,a corresponds to Neyman-Pearson test in the classical hypothesis testing
and is called the quantum Neyman-Pearson test. The quantum Neyman-Pearson
test has the following properties, and it plays an important role in the theory of
quantum hypothesis testing.

Lemma 8.2 We have the following properties for the quantum Neyman-Pearson test
(8.24).

(i) For any test 0 ≤ Tn ≤ In, it holds that

Tr(ρn − enaσn)Sn,a ≥ Tr(ρn − enaσn)Tn . (8.25)

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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(ii) We have

Tr(ρn − enaσn)Sn,a ≥ 0. (8.26)

The property (i) follows from Lemma A.6 in Appendix. Especially, taking Tn = 0
yields (ii). From (ii) in the above lemma,

Tr(ρn − enaσn)Sn,a = Trρn Sn,a − enaβ(Sn,a) ≥ 0 (8.27)

holds. Thus for any a ∈ R we have

βn(Sn,a) ≤ e−naTrρn Sn,a ≤ e−na . (8.28)

As an evaluation of αn(Sn,a), the following upper bound is important.

Lemma 8.3 Let us define functions ψ(s) = log Trρ1−sσs and g(s) = −ψ(s). Then
for any a ∈ R and 0 ≤ ∀s ≤ 1, we have

αn(Sn,a) ≤ e−n{g(s)−as}. (8.29)

Proof Applying the inequality (8.17) to A = ρn and B = enaσn , it holds for
0 ≤ ∀s ≤ 1 that

Trρn(In − Sn,a)+ enaTrσn Sn,a ≤ enasTrρ1−s
n σs

n . (8.30)

Note that the trace in the last term is written as follows:

Trρ1−s
n σs

n = Tr(ρ1−s)⊗n(σs)⊗n

= Tr(ρ1−sσs)⊗n = (
Trρ1−sσs)n = enψ(s). (8.31)

Hence from αn(Sn,a) = Trρn(In − Sn,a), we obtain

αn(Sn,a) ≤ Trρn(In − Sn,a)+ enaTrσn Sn,a

= enasenψ(s) = e−n{g(s)−as}, (8.32)

which proves the lemma. �

To study the exponent in (8.29), let us examine the function g(s) = −ψ(s). We
can show the following properties for g(s), and ψ(s) is called the relative Rényi
entropy, although detailed derivations are shown in the next subsection.

g(0) = 0, g(1) = 0, g(s) ≥ 0 (0 ≤ s ≤ 1), (8.33)

g′(0) = D(ρ||σ), g′′(s) < 0. (8.34)
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y

s0 1

y = g(s)

y = D(ρ||σ) · s

y = a · s

Fig. 8.1 The graph of y = g(s) and y = as

From these properties and Proposition A.12, we can illustrate the graph of g(s) as
shown in Fig. 8.1, and we can see that it is a continuous and concave function. Note
that the exponent in (8.29) equals the difference between the function y = g(s) and
the line y = as. Since the tangent of y = g(s) at s = 0 is the quantum relative
entropy D(ρ||σ), there exists s such that g(s) − as > 0 if a < D(ρ||σ). Thus we
have the following theorem.

Theorem 8.3 For any a < D(ρ||σ), it holds that

αn(Sn,a) = Trρ⊗n(In − Sn,a)

= Trρ⊗n{ρ⊗n − enaσ⊗n ≤ 0} n→∞−→ 0. (8.35)

As a consequence of the above discussions, we can show (8.6) as follows. Let
δ > 0 be an arbitrary (small) real number, and let a = D(ρ||σ) − δ. Then, for any
ε > 0 and for any sufficiently large n, αn(Sn,a) ≤ ε follows from Theorem 8.3.
Hence by the definition of β∗n (ε), we have

1

n
logβ∗n (ε) ≤

1

n
logβn(Sn,a) ≤ −a = −D(ρ||σ)+ δ,

where the last inequality follows from (8.28). Taking lim sup of the both sides, we
obtain

lim sup
n→∞

1

n
logβ∗n (ε) ≤ −D(ρ||σ)+ δ.

Since δ > 0 can be arbitrary, we have shown (8.6).
The inequalities (8.6) and (8.7) are known to be equivalent to the limit theorem

below [13].
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Theorem 8.4 (Asymptotic behavior of Neyman-Pearson test [7, 8, 13])

Trρ⊗n{ρ⊗n − enaσ⊗n > 0} n→∞−→
{

1 a < D(ρ||σ),
0 a > D(ρ||σ). (8.36)

In the theory of classical hypothesis testing with two hypotheses P and Q, the

asymptotic behavior of the normalized likelihood ratio function 1
n log P(n)

Q(n) charac-

terizes the asymptotic optimal performance, where P(n) and Q(n) are the n-fold i.i.d.
extensions of P and Q. In the i.i.d. setting, the asymptotic behavior can be obtained
by the weak low of large numbers. In fact, the former characterization holds without
assuming the i.i.d. setting because it can be derived from the method of information
spectrum [14], which requires no assumption for the form of the distributions of
hypotheses.

It can be shown by the quantum version [13] of the method of information spec-
trum that the asymptotic optimal performance of the quantum hypothesis testing can
be characterized by the asymptotic behavior of the above probability. In the i.i.d.
setting, in stead of the weak low of large numbers, the above theorem characterizes
the asymptotic behavior of the above probability. That is, the above theorem can
be regarded as a quantum counter part of the weak low of large numbers for the
normalized likelihood ratio.

8.2.4 Properties of Relative Rényi Entropy

We will investigate the behavior of the function ψ(s) used in the previous subsection
as g(s) = −ψ(s). In this subsection, the function is written as

ψ(s|ρ‖σ) = log Trρ1−sσs, (8.37)

by specifying the dependence on ρ and σ. This function is known as one of the
quantum f -divergence (quasi-entropy) [15], which is a natural generalization of the
classical f -divergence treated in Sect. 6.2.6. It is important to note that ψ(s|ρ‖σ)
obeys the monotonicity, i.e.,

ψ(s|ρ‖σ) ≤ ψ(s|Λ(ρ)‖Λ(σ)), ∀s ∈ (0, 1], (8.38)

ψ(s|ρ‖σ) ≥ ψ(s|Λ(ρ)‖Λ(σ)), ∀s ∈ [−1, 0) ∪ (1, 2], (8.39)

holds for any TPCP mapΛ. Although the monotonicity of the quantum f -divergence
plays an important role in quantum information theory, we only prove elementary
properties of ψ(s|ρ‖σ) needed in this chapter. As the monotonicity of the classical
f -divergence follows from the convexity of the function, the monotonicity of the
quantum f -divergence is derived [15] from the property of the operator convex
function as well (see also [8, 12]). In Appendix A.6.4, the definition and some
examples of the operator convex function are reviewed briefly.

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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To show several properties of ψ(s|ρ‖σ), we introduce an argument to relate the
quantum f -divergence to the classical one. Let

ρ =
∑

i

ai Ei , σ =
∑

j

b j Fj (8.40)

be the spectral decompositions (Theorem A.3) of ρ and σ, respectively. Then we can
define probability distributions:

P(i, j) = ai TrEi Fj , Q(i, j) = b j TrEi Fj , (8.41)

since we have

∑
i

∑
j

P(i, j) = Tr(
∑

i

ai Ei )(
∑

j

Fj ) = Trρ = 1

and the same for Q(i, j). Using P(i, j) and Q(i, j), we have

Trρ1−sσs =
∑

i

∑
j

a1−s
i bs

j TrEi Fj =
∑

i

∑
j

P(i, j)1−s Q(i, j)s . (8.42)

For simplicity of the notation, let X denote the range of (i, j) and write P(i, j) and
Q(i, j) as P(x) and Q(x), respectively. Using this notation, we study the function
ψ(s) = log

∑
x∈X P(x)1−s Q(x)s , which is called the relative Rényi entropy of P

and Q.
First we show that

∑
x∈X P(x)1−s Q(x)s is the classical f -divergence

(Sect. 6.2.6). Since f (t) = −t s is a strictly convex function for 0 ≤ s ≤ 1, we
have

D f (P||Q) = −
∑
x∈X

P(x)

(
Q(x)

P(x)

)s

= −
∑
x∈X

P(x)1−s Q(x)s ≥ f (1) = −1, (8.43)

where the last inequality follows from non-negativity of the f -divergence. In the
same way, since f (t) = t s a strictly convex function for s ≤ 0 or s ≥ 1, we have

D f (P||Q) =
∑
x∈X

P(x)

{
Q(x)

P(x)

}s

=
∑
x∈X

P(x)1−s Q(x)s ≥ f (1) = 1. (8.44)

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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The relative Rényi entropyψ(s) plays an important role in both classical and quantum
hypothesis testing. In the previous subsection, we used the following properties for
ψ(s).

Lemma 8.4 For ψ(s) = log
∑

x∈X P(x)1−s Q(x)s , the following properties hold.

(i) ψ(0) = 0, ψ(1) = 0.
(ii) ψ(s) ≤ 0 (0 ≤ s ≤ 1), ψ(s) ≥ 0 (s ≤ 0, s ≥ 1).

(iii) ψ′(0) = −D(P||Q), ψ′(1) = D(Q||P).
(iv) If P 
= Q, then ψ′′(s) > 0 holds, i.e., ψ(s) is a convex function.

In the following discussion, we take the base of the logarithm to e, which will make
the calculation of derivatives easier, since the above properties are independent of
the bases. The property (i) is easily verified by making the substitution s = 0 and
s = 1, and (ii) follows from (8.43) and (8.44). Now we show (iii). By definition,
eψ(s) =∑

x∈X P(x)1−s Q(x)s holds. If we define

Ps(x) := e−ψ(s)P(x)1−s Q(x)s = P(x)1−s Q(x)s∑
x∈X P(x)1−s Q(x)s

,

Ps(x) is a probability distribution, and P0(x) = P(x) and P1(x) = Q(x). We can
calculate the derivative as follows:

ψ′(s) =
∑

x∈X P(x)1−s Q(x)s {− log P(x)+ log Q(x)}∑
x∈X P(x)1−s Q(x)s

= −e−ψ(s)
∑
x∈X

P(x)1−s Q(x)s {log P(x)− log Q(x)}

= −
∑
x∈X

Ps(x) {log P(x)− log Q(x)}

= −EPs

[
log P(X)− log Q(X)

]
, (8.45)

where EPs [ · ] denotes the expectation when X is the random variable subject to
Ps(x). Making substitution s = 0 and s = 1 gives (iii). Calculating the derivative
further, we can show (iv) as follows:

ψ′′(s) = ψ′(s)e−ψ(s)
∑
x∈X

P(x)1−s Q(x)s {log P(x)− log Q(x)}

+ e−ψ(s)
∑
x∈X

P(x)1−s Q(x)s {log P(x)− log Q(x)}2

=
∑
x∈X

Ps(x) {log P(x)− log Q(x)}2

+ ψ′(s)
∑
x∈X

Ps(x) {log P(x)− log Q(x)}
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= EPs

[
{log P(X)− log Q(X)}2

]
− {

EPs

[
log P(X)− log Q(X)

]}2

= VPs

[
log P(X)− log Q(X)

]
> 0, (8.46)

where VPs [ · ]means the variance of a random variable when X is the random variable
subject to Ps(x), and we used the fact that the variance of a random variable is positive
except for the deterministic case.

8.3 Classical-Quantum Channel Coding

8.3.1 Message Transmission over Quantum Channels

In classical communication, the channel coding theorem by Shannon1 characterizes
the maximum transmission rate of channels at which reliable communications are
possible. In this section, we treat the classical-quantum channel coding theorem
established by Holevo [3] and Schumacher-Westmoreland [4]. Suppose that a sender
wants to convey classical messages to a receiver by sending quantum mechanical
carriers through a quantum channel Λ : S(HA) → S(HB). The sender will use
input signals represented by density operators ρ1, . . . , ρN to induce output states
Λ(ρ1), . . . , Λ(ρN ). As shown in Fig. 8.2, once these density operators are fixed, we
can consider the map from the input alphabet X = {1, . . . , N } to the output states,
i.e.,

W : x ∈ X �−→ Wx := Λ(ρx ), (8.47)

which is called the classical-quantum channel.
For a given quantum channel Λ, the choice of input states {ρx }x∈X should

be optimized for effective transmission of messages. We assume that a suffi-
cient variety of input states can be prepared and fixed. Indeed, it is known that
N = dimΛ(S(HA))+ 1 kinds of input states are sufficient for the optimization of
the channel capacity [16].

We will discuss the encoding and decoding system of message transmission and
its asymptotic efficiency when the channel can be used repeatedly. For simplicity,
let H = HB denote the Hilbert space of the output of the quantum channel. When
the same classical-quantum channel x ∈ X �−→ Wx ∈ S(H) is used n times, we
consider the extended channel:

W (n) : xn = x1x2 · · · xn ∈ X n �→ W (n)
xn = Wx1 ⊗Wx2 · · · ⊗Wxn ∈ S(

H⊗n)
,

1 We treat the classical channel coding theorem for a class of channels with a certain symmetry in
Sect. 9.2

http://dx.doi.org/10.1007/978-3-662-43502-1_9
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x ∈ X −→ ρx −→ Λ −→ Wx

Fig. 8.2 Classical-quantum channel

k ∈ {1, 2, · · · , Mn} message

⇓ encoder φ(n)

φ(n)(k) = x1(k) , x2(k) , · · · , xn(k)
↓ ↓ ↓

W
(n)
φ(n)(k)

= Wx1(k) ⊗ Wx2(k) ⊗ · · · ⊗ Wxn(k)

⇓ decoder X(n) = {X
(n)
0 , X

(n)
1 , . . . , X

(n)
Mn

} (POVM on H⊗n)

l ∈ {0, 1, 2, · · · , Mn} measurement outcomes (0 indicates the failure of decoding)

Fig. 8.3 Encoding and decoding process of messages

which is called the stationary memoryless classical-quantum channel. The informa-
tion to be transmitted is called a message and is randomly chosen from {1, 2, . . . ,Mn}.

The problem to send the message via the above channel is called stationary memo-
ryless classical-quantum channel coding. Figure 8.3 describes the process of message
transmission. Prior to the message transmission, each message k ∈ {1, . . . ,Mn} is
assigned to an input sequence φ(n)(k) = (x1(k), x2(k) . . . , xn(k)) ∈ X n , namely the
codeword, and the sender and the receiver agree the list of these assignments, which
is called the codebook. In the communication stage, the message k ∈ {1, . . . ,Mn} is
mapped to the sequence of quantum states corresponding to the codeword φ(n)(k) =
(x1(k), x2(k) . . . , xn(k)) ∈ X n , where the map φ(n) is called the encoder, and then
the receiver obtains the sequence of quantum states W (n)

φ(n)(k)
:= Wx1(k)⊗· · ·⊗Wxn(k).

The receiver will apply a quantum measurement on the system under the state
W (n)
φ(n)(k)

to decide which message was sent. In classical-quantum channel coding,
it is important to optimize the quantum measurement over the whole composite sys-
tem, rather than to make individual measurements on each system at the output.
Thus the decoder is represented by a POVM X (n) = {X (n)0 , X (n)1 , . . . , X (n)Mn

} on
the composite system H⊗n , where the measurement outcomes 1, . . . ,Mn indicate
decoded messages and 0 indicates the failure of decoding. A pair of the encoder and
the decoder �n := (φ(n), X (n)) is called a code.

When the message k was sent, the success probability of decoding is given by
TrW (n)

φ(n)(k)
X (n)k . Assuming that each message arises with the uniform probability, the

average error probability of the code �n = (φ(n), X (n)) is defined by
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Pe(�n) = 1

Mn

Mn∑
k=1

(
1− TrW (n)

φ(n)(k)
X (n)k

)
. (8.48)

The transmission rate or coding rate is defined by Rn := 1
n log Mn , which means

how many bits can be sent per one-shot usage of the channel. If the channel is used N0
times in a second, N0 Rn is the transmission speed and has the unit bps (bit/second).
For a code �n = (φ(n), X (n)), let |�n| denote the number of messages Mn . There
is a tradeoff between the error probability Pe(�n) and the transmission rate Rn . Our
goal is to make the transmission rate Rn as large as possible, under the condition that
the error probability goes to zero asymptotically. The channel capacity C is defined
as the supremum of such transmission rates.

Definition 8.1 (classical-quantum channel capacity)

C := sup
{

R
∣∣∣ ∃ {�n

}∞
n=1, lim

n→∞ Pe(�n) = 0, lim inf
n→∞

1

n
log |�n| ≥ R

}
. (8.49)

Note that the channel capacity is defined in the operational manner. Surprisingly,
the classical-quantum channel coding theorem states that the channel capacity is
equal to the maximum of the Holevo mutual information (Sect. 6.3.3), though there
seems to be no apparent relation with mathematical information quantities.

Theorem 8.5 ([1–4]) For a classical-quantum channel W : x ∈ X �−→ Wx ∈
S(H), it holds that

C = max
P∈P(X )

I (P;W ), (8.50)

where I (P;W ) is the Holevo mutual information and P(X ) is the set of probability
distributions on X .

The classical-quantum channel coding theorem is composed of two parts:

C ≤ max
P∈P(X )

I (P;W ), (8.51)

C ≥ max
P∈P(X )

I (P;W ). (8.52)

The inequality (8.51) shows the limitation on reliable transmission rates and is called
the Holevo bound, since it was shown by Holevo [1, 2] in 1970s. On the other hand,
the inequality (8.52) means the achievability of the transmission rate, and it was
proved in the middle of 1990s [3, 4]. After alternative proofs have been developed
[17, 18], a transparent proof based on quantum hypothesis testing has been obtained
[19, 20], which will be introduced in this section. The facts (8.51) and (8.52) are called
the converse part and the direct part, respectively. In the subsequent subsections,
we show the both inequalities.

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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8.3.2 Proof of the C-Q Channel Coding Theorem
(Converse Part)

In this subsection, we prove the inequality (8.51) called the Holevo bound
[1, 2], which implies the limitation on reliable transmission rates in classical-quantum
channel coding. Among several proofs of the inequality known so far, we introduce
the original argument by Holevo [1, 2], from which we can clearly understand the
difference between the classical case and the classical-quantum case.

First we show so called the super additivity in classical-quantum channel coding.
Consider n-fold extension of the channel, as shown in Fig. 8.3,

W (n) : xn = x1x2 · · · xn ∈ X n �→ W (n)
xn = Wx1 ⊗Wx2 · · · ⊗Wxn ∈ S(

H⊗n)
.

For an arbitrarily fixed measurement (POVM)
{
Y (n)k

}
k on H⊗n , we can define the

classical channel (conditional probability) by

V (n)(k|xn) = TrW (n)
xn Y (n)k . (8.53)

For an input probability distribution P(n) = {P(n)(xn)}xn∈X n on X n , the classical
channel V (n) induces the output probability distribution Q(n) defined by

Q(n)(k) =
∑

xn∈X n

P(n)(xn)V (n)(k|xn) (8.54)

=
∑

xn∈X n

P(n)(xn)TrW (n)
xn Y (n)k = TrW (n)

P(n)
Y (n)k , (8.55)

where we put W (n)
P(n)
:= ∑

xn∈X n P(n)(xn)W (n)
xn . Then we can define the classical

mutual information by

I (n)
Y (n)

(
P(n);W (n)) := ∑

xn∈X n

P(n)(xn)DY (n)
(
W (n)

xn

∥∥ W (n)
P(n)

)
, (8.56)

where DY (n)
(
W (n)

xn

∥∥ W (n)
P(n)

)
is the classical divergence defined by

DY (n)
(
W (n)

xn

∥∥ W (n)
P(n)

) =∑
k

V (n)(k|xn) log
V (n)(k|xn)

Q(n)(k)
, (8.57)

which is the divergence between the probabilities of measurement outcomes, for
density operators W (n)

xn and W (n)
P(n)

, when the measurement Y (n) is performed. We

now focus on the maximization of the mutual information I (n)
Y (n)

(
P(n);W (n)

)
over the

input probability P(n) and the measurement Y (n), i.e.,
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C (n) := max
P(n)

max
Y (n)

I (n)
Y (n)

(
P(n);W (n)). (8.58)

This quantity satisfies the super additivity.

Lemma 8.5 (super additivity [2])

C (m+n) ≥ C (n) + C (m). (8.59)

Proof Note that independent measurements, Y (m) = {Y (m)(k)}k on H⊗m and Y (n) =
{Y (n)(l)}k on H⊗n , are totally represented by

Y (m) ⊗ Y (n) := {Y (m)(k)⊗ Y (n)(l)}k,l (8.60)

and that it is a special case of generalized measurements Y (m+n) on H⊗(m+n). In the
same way, the product of probability distributions, P(m) = {P(m)(xm)} on X m and
P(n) = {P(n)(xn)} on X n , is defined by

(
P(m) · P(n)

)
(x1, . . . , xm, xm+1, . . . , xm+n)

= P(m)(x1, . . . , xn) · P(n)(xn+1, . . . , xn+m), (8.61)

and it is a special case of probability distributions P(m+n) on X m+n . Taking them
into account, we have

C (m+n) = max
P(m+n)

max
Y (m+n)

I (m+n)
Y (m+n)

(
P(m+n);W (m+n))

≥ max
P(m),P(n)

max
Y (m),Y (n)

I (m+n)
Y (m)⊗Y (n)

(
P(m) · P(n);W (m+n)). (8.62)

Note that from the additivity of the classical divergence we have

I (m+n)
Y (m)⊗Y (n)

(
P(m) · P(n);W (m+n))

= I (m)
Y (m)

(
P(m);W (m))+ I (n)

Y (n)
(
P(n);W (n)).

Maximizing the both sides over measurements Y (m),Y (n) and the probabilities
P(m), P(n), the left hand side yields (8.62), while the right hand side leads to
C (n) + C (m). Thus we have shown (8.59). �

The operational meaning of C (n) is explained as follows. If we fix a measurement
Y (n) on the whole composite system at the output side of the extended channel
W (n), the capacity of the total classical channel from the input to the measurement
outcome, is given by maxP(n) I (n)

Y (n)
(
P(n);W (n)

)
from the channel coding theorem

by Shannon [21, 22]. Then optimizing the channel capacity over the measurement
Y (n) yields C (n). In other words, C (n) is the best achievable transmission rate of the
classical-quantum channel W (n) when any measurements over the n-fold composite
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system are allowed. From the above lemma, the larger composite system we utilize
for the optimization of the measurement, the better performance we obtain for the
transmission rate.

In fact, Fano inequality (Theorem 6.6) in the classical theory leads to the follow-
ing theorem.

Theorem 8.6 (Holevo [2])

C ≤ lim
n→∞

C (n)

n
= sup

n≥1

C (n)

n
. (8.63)

Remark 8.1 In fact, Holevo [2] showed the equality C = limn→∞ C(n)
n . However,

we only show the inequality C ≤ limn→∞ C(n)
n here because we use only the inequal-

ity in our context.

Proof From Lemma A.7 in Appendix, we can see that limn→∞ C(n)
n exists and equals

to supn≥1
C(n)

n . We show the converse inequality using Fano inequality in the classical
theory. Assume that R < C . Then, from the definition of the classical-quantum
channel capacity, there exists a sequence of codes�n = (φ(n), X (n)) (n = 1, 2, . . .)
satisfying

lim
n→∞ Pe(�n) = 0, lim inf

n→∞
1

n
log |�n| ≥ R. (8.64)

In the following, we fix the code�n = (φ(n), X (n)) and let Mn = |�n| be the number
of messages. Let P(n) be the uniform distribution P(n)(k) = 1

Mn
(k = 1, 2, . . . ,Mn)

on the messages {1, 2, . . . ,Mn}, and V (n) be the conditional probability defined by
V (n)(l|k) = TrW (n)

φ(n)(k)
X (n)l . If (K (n), L(n)) is the joint random variable subject to

P(n)(k)V (n)(l|k), Fano inequality implies

log 2+ Pe(�
(n)) log Mn ≥ H(K (n)|L(n)) = H(P(n))− I (P(n); V (n))

≥ log Mn −max
P(n)

max
Y (n)

I (n)
Y (n)
(P(n);W (n)),

(8.65)

where we used the fact that the maximum of the binary entropy is log 2, H(P(n)) =
log Mn , and I (P(n); V (n)) = I (n)

X (n)
(P(n);W (n)). Thus we have

{
1− Pe(�

(n))
} log Mn

n
≤ C (n)

n
+ log 2

n
. (8.66)

It must follow from this inequality and (8.64) that

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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R ≤ lim inf
n→∞

log Mn

n
≤ lim

n→∞
C (n)

n
, (8.67)

since lim
n→∞ Pe(�

(n)) = 0. Thus we have shown that R < C implies R ≤ lim
n→∞

C(n)
n ,

which means C ≤ lim
n→∞

C(n)
n . �

We show a useful lemma concerning the maximization of the Holevo mutual
information.

Lemma 8.6 Given two classical-quantum channels W A : x ∈ X �→ W A
x ∈ S(HA)

and W B : y ∈ Y �→ W B
y ∈ S(HB), let

W AB : (x, y) ∈ X × Y �→ W AB
x,y = W A

x ⊗W B
y ∈ S(HA ⊗HB)

be the tensor product of the channel. Then, for any joint probability PXY (x, y) on
X × Y , we have

I (PXY ;W AB) ≤ I (PX ;W A)+ I (PY ;W B), (8.68)

where PX (x) and PY (y) are the marginal probability distributions of PXY (x, y).
Especially, we have

max
PXY

I (PXY ;W AB) = max
PX

I (PX ;W A)+max
PY

I (PY ;W B). (8.69)

Proof From the additivity of the von Neumann entropy, we have

∑
x,y

PXY (x, y)H(W AB
x,y ) =

∑
x,y

PXY (x, y)
{

H(W A
x )+ H(W B

y )
}

=
∑

x

PX (x)H(W
A
x )+

∑
y

PY (y)H(W
B
y ). (8.70)

Hence, the assertion can be shown as follows:

I (PX ;W A)+ I (PY ;W B)− I (PXY ;W AB)

= H(W A
PX
)−

∑
x

PX (x)H(W
A
x )+ H(W B

PY
)−

∑
y

PY (y)H(W
B
y )

− H(W AB
PXY
)+

∑
x,y

PXY (x, y)H(W AB
x,y )

= H(W A
PX
)+ H(W B

PY
)− H(W AB

PXY
) ≥ 0, (8.71)

where we used TrBW AB
PXY
= W A

PX
, TrAW AB

PXY
= W B

PY
, and the subadditivity of the

von Neumann entropy (Lemma 6.7). �

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Lemma 8.6 and the monotonicity of the quantum relative entropy (6.53) lead to

I (n)
Y (n)

(
P(n);W (n)) ≤ I

(
P(n);W (n)) ≤ n max

P∈P(X )
I (P;W ). (8.72)

Combining Theorem 8.6 and (8.72), we can show the converse part of the classical-
quantum channel coding theorem.

Theorem 8.7 (Converse Part [1, 2])

C ≤ max
P∈P(X )

I (P;W ). (8.73)

Proof Since (8.72) implies that C(n)
n ≤ maxP∈P(X ) I (P;W ), Theorem 8.6 yields

the desired inequality. �

8.3.3 Proof of the C-Q Channel Coding Theorem
(Direct Part)

In this subsection we show the proof of the direct part (8.52), in which the existence of
efficient codes to attain the channel capacity is proved. Here we follow the transparent
method by Hayashi-Nagaoka [19], in which the following operator inequality plays
an important role.

Lemma 8.7 (Hayashi-Nagaoka [19] ) Let S and T be Hermitian operators such that
0 ≤ S ≤ I and T ≥ 0. Then we have

I −√S + T
−1

S
√

S + T
−1 ≤ 2(I − S)+ 4T, (8.74)

where
√

S + T
−1

is defined as the operator satisfying Ker
√

S + T
−1 = Ker(S+T )

and
√

S + T
√

S + T
−1√

S + T = √S + T .2

Proof Let P be the projection to Ran(S + T ), i.e., the support of S + T . Then it
is clear that P commutes with S and T , and it holds that P S = S, PT = T , and
P
√

S + T
−1 = √S + T

−1
. Similarly, let P⊥ = I − P , then P⊥ is the projection to

Ker(S+T ). Obviously P⊥ commutes with S and T , and we have P⊥S = 0, P⊥T =
0, and P⊥

√
S + T

−1 = 0. Thus it is enough to show the following inequalities:

P
{

I −√S + T
−1

S
√

S + T
−1

}
≤ P{2(I − S)+ 4T }, (8.75)

P⊥
{

I −√S + T
−1

S
√

S + T
−1

}
≤ P⊥{2(I − S)+ 4T }. (8.76)

2 For matrices S and T ,
√

S + T
−1

is called the generalized inverse.

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Since it is easy to verify (8.76), we show (8.75) below. We can assume that S+T has
the inverse without loss of generality, by restricting the Hilbert space to Ran(S+T ).
Note that, since (A − B)†(A − B) = A† A − A† B − B† A + B† B ≥ 0, we have
A† B + B† A ≤ A† A+ B† B. Let A = √T and B = √T (

√
S + T

−1 − I ). Then we
have

T (
√

S + T
−1 − I )+ (√S + T

−1 − I )T

≤ T + (√S + T
−1 − I )T (

√
S + T

−1 − I ), (8.77)

and hence, it holds that

I −√S + T
−1

S
√

S + T
−1 = √S + T

−1
T
√

S + T
−1

= T + T (
√

S + T
−1 − I )+ (√S + T

−1 − I )T

+ (√S + T
−1 − I )T (

√
S + T

−1 − I )
(a)≤ 2T + 2(

√
S + T

−1 − I )T (
√

S + T
−1 − I )

≤ 2T + 2(
√

S + T
−1 − I )(S + T )(

√
S + T

−1 − I )

= 2T + 2(I −√S + T )2

= 2T + 2(S + T + I − 2
√

S + T )
(b)≤ 2T + 2(S + T + I − 2S) = 2(I − S)+ 4T

(8.78)

Here, the inequality (a) follows from (8.77), and the inequality (b) is derived from√
S + T ≥ √S ≥ S which follows from the fact that

√
x is an operator monotone

function (Appendix A.6.4) and 0 ≤ S ≤ I . �
Lemma 8.8 (Hayashi-Nagaoka [19]) Given n-fold extension W (n) : xn ∈ X n �−→
W (n)

xn ∈ S(H⊗n) of the classical quantum channel, for any probability distribution
P(n)(x) on X n and any real number c > 0, there exists a code �n = (φ(n), X (n))
such that

Pe(�n) ≤ 2
∑

xn∈X n

P(n)(xn)TrW (n)
xn {W (n)

xn − c W (n)
P(n)
≤ 0}

+ 4Mn

∑
xn∈X n

P(n)(xn)TrW (n)
P(n)
{W (n)

xn − c W (n)
P(n)

> 0}, (8.79)

where Mn = |�n| is the number of the messages and we put W (n)
P(n)
= ∑

xn∈X n

P(n)(xn)W (n)
xn .

Proof The proof is shown using the random coding argument by Shannon. First,
we consider an ensemble of codes �n = (φ(n), X (n)) and show that the expectation
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of the error probability with respect to the ensemble has sufficiently good perfor-
mance. Then there must be, at least, a good code that has better performance than
the expectation.

To make the ensemble of codes, for each message k ∈ {1, 2, . . . ,Mn} let the
codeword φ(n)(k) ∈ X n be generated randomly subject to the probability distri-
bution P(n)(xn) independently. The sender and the receiver agree the codebook
{φ(n)(k)}Mn

k=1. The decoder X (n) is made from

Sxn = {W (n)
xn − c W (n)

P(n)
> 0} (xn ∈ X n), (8.80)

by regularizing it to be a POVM. For each message k = 1, 2, . . . ,Mn , let

X (n)k =
( Mn∑

l=1

Sφ(n)(l)

)− 1
2

Sφ(n)(k)

( Mn∑
l=1

Sφ(n)(l)

)− 1
2

, (8.81)

and X (n)0 = I −∑Mn
k=1 X (n)k , then these operators satisfy the condition to be a POVM.

Applying Lemma 8.7 for S = Sφ(n)(k) and T =∑
l 
=k Sφ(n)(l), we obtain

Pe(�n) = 1

Mn

Mn∑
k=1

TrW (n)
φ(n)(k)

(In − X (n)k )

≤ 2

Mn

∑
k

TrW (n)
φ(n)(k)

(In − Sφ(n)(k))+
4

Mn

∑
k

∑
l 
=k

TrW (n)
φ(n)(k)

Sφ(n)(l).

Since φ(n)(k) and φ(n)(l) (k 
= l) are subject to P(n)(xn) independently, taking
the expectation with respect to the random coding method, we have the following
relations:

E
[
Pe(�n)

]
≤ 2

Mn

∑
k

E
[
TrW (n)

φ(n)(k)
(In − Sφ(n)(k))

]
+ 4

Mn

∑
k

∑
l 
=k

E
[
TrW (n)

φ(n)(k)
Sφ(n)(l)

]

= 2

Mn

∑
k

EXn

[
TrW (n)

Xn (In − SXn )
]
+ 4

Mn

∑
k

∑
l 
=k

EX̃n

[
TrEXn

[
W (n)

Xn

]
SX̃n

]

= 2
∑

xn∈X n

P(n)(xn)TrW (n)
xn (In − Sxn )+ 4(Mn − 1)

∑
xn∈X n

P(n)(xn)TrW (n)
P(n)

Sxn .

Thus the expectation was evaluated, and hence, there must be a code �n =
(φ(n), X (n)) satisfying the assertion. �
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Theorem 8.8 (direct part [3, 4])

C ≥ max
P∈P(X )

I (P;W ) (8.82)

Proof We show the proof by Hayashi-Nagaoka [19]. Let us apply Lemma 8.8 to the
stationary memoryless probability distribution Pn(xn) = P(x1)P(x2) · · · P(xn) on
X n and c = ena (a ∈ R). Then, since we have W (n)

Pn = W⊗n
P , there exists a code

�n = (φ(n), X (n)) such that
∣∣�(n)∣∣ = Mn and

Pe(�
(n)) ≤ 2

∑
xn∈X n

Pn(xn)TrW (n)
xn {W (n)

xn − ena W⊗n
P ≤ 0}

+ 4Mn

∑
xn∈X n

Pn(xn)TrW⊗n
P {W (n)

xn − ena W⊗n
P > 0}. (8.83)

Let us see that the right hand side is related to the error probability of quantum
hypothesis testing. In the same way as the discussion in (6.63) and (6.64), let HA be
the Hilbert space with the dimension dim HA = |X |. Let {|x〉}x∈X be an orthonormal
basis for HA and put HB = H. Then we can define the density operator on HA⊗HB
by

ρAB :=
∑
x∈X

P(x)|x〉〈x | ⊗Wx . (8.84)

Since we have ρA = TrB[ρAB] = ∑
x∈X P(x)|x〉〈x | and ρB = TrA[ρAB] =∑

x∈X P(x)Wx = WP , it holds that ρA ⊗ ρB = ∑
x∈X P(x)|x〉〈x | ⊗ WP . Let

ρ := ρAB and σ := ρA ⊗ ρB. Using the notation |xn〉 = |x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xn〉,
their n-fold tensor products are calculated as

ρ⊗n =
∑

xn∈X n

Pn(xn)|xn〉〈xn| ⊗W (n)
xn , (8.85)

σ⊗n =
∑

xn∈X n

Pn(xn)|xn〉〈xn| ⊗W⊗n
P . (8.86)

Consider simple quantum hypothesis testing between ρ⊗n and σ⊗n . Then the
Neyman-Pearson test is given by

Sn,a := {ρ⊗n − enaσ⊗n > 0}
=

∑
xn∈X n

|xn〉〈xn| ⊗ {W (n)
xn − ena W⊗n

P > 0}. (8.87)

Thus the error probabilities of the test Sn,a are written as follows:

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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αn(Sn,a) = Trρ⊗n(In − Sn,a)

=
∑

xn∈X n

Pn(xn)TrW (n)
xn {W (n)

xn − ena W⊗n
P ≤ 0}, (8.88)

βn(Sn,a) = Trσ⊗n Sn,a

=
∑

xn∈X n

Pn(xn)TrW⊗n
P {W (n)

xn − ena W⊗n
P > 0}. (8.89)

Consequently, (8.83) is written by using the error probabilities of quantum hypothesis
testing as

Pe(�n) ≤ 2αn(Sn,a)+ 4Mnβn(Sn,a). (8.90)

Here note that, from (6.65), the quantum relative entropy between ρ and σ is nothing
but the Holevo mutual information I (P;W ). Let P be the probability distribution
that attains maxP I (P;W ). For any R < I (P;W ), we can take a real number a
satisfying R < a < I (P;W ). It follows from Theorem 8.3 and Lemma 8.28 that

lim
n→∞αn(Sn,a) = 0, βn(Sn,a) ≤ e−na . (8.91)

From (8.90), there exists a code �n with Mn = en R messages such that

Pe(�n) ≤ 2αn(Sn,a)+ 4Mnβn(Sn,a)

≤ 2αn(Sn,a)+ 4en R · e−na (n→∞)−−−−→ 0. (8.92)

Thus we have shown that, if R < maxP I (P;W ), there exists a sequence of codes
�n = (φ(n), X (n)) satisfying

lim
n→∞ Pe(�n) = 0, lim inf

n→∞
1

n
log |�n| ≥ R. (8.93)

From the definition of the classical-quantum channel capacity (8.49), we have

C ≥ sup{R | R < max
P

I (P;W )} = max
P

I (P;W ), (8.94)

which asserts the theorem. �

Exercise 8.4 The evaluation of the average error probability can be changed into that
of the maximum error probability by discarding some bad codewords with a certain
ratio (expergation technique). Suppose that a message i = 1, 2, . . . ,M arises with
probability P(i), and each message has an error probability ei ≥ 0. Let us rearrange
the messages in ascending order of the error probability ei ≥ 0, and discard the bad

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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part of the messages with the ratio 0 ≤ t ≤ 1. That is, the set of the messages can
be divided into G = {1, . . . , (1− t)M} and B = {(1− t)M + 1, . . . ,M}, and B is
discarded. Let m = maxi∈G ei be the maximum error of the remaining part (good
part). Show that, if the average error probability satisfies

∑M
i=1 P(i)ei ≤ ε, then

m ≤ ε
P(B) holds for the maximum error probability. Especially the probability P(i)

is uniform for i = 1, 2, . . . ,M , we have m � ε
t .

Exercise 8.5 Show the following properties for the Holevo mutual information.

(1) I (P;W ) has concavity with respect to P for any fixed W .
(2) I (P;W ) has convexity with respect to W for any fixed P .

Exercise 8.6 Show the following properties for the Holevo mutual information.

(1) For any density operator τ , we have I (P;W ) ≤∑
x P(x)D(Wx ||τ ).

(2) I (P;W ) = min
τ∈S(H)

∑
x P(x)D(Wx ||τ ).

Exercise 8.7 If the function of two variables f (x, y) has concavity with respect
to x for any fixed y and has convexity with respect to y for any fixed x , then
maxx miny f (x, y) = miny maxx f (x, y) holds [23]. Applying this fact to
f (P, τ ) = ∑

x P(x)D(Wx ||τ ), show the min-max representation of the classical-
quantum channel capacity.

max
P∈P(X )

I (P;W ) = min
τ∈S(H)

max
x∈X

D(Wx ||τ ). (8.95)
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Chapter 9
Quantum Error Correction and Quantum
Cryptography

9.1 Introduction

When we send a quantum state via a quantum channel, it is usual that the state
is demolished due to the noise. Quantum error correction is a method to keep the
quantum state from the effect by the noise. In quantum error correction, we transform
the n-qubit quantum system to another quantum system with a larger dimension,
which has a redundancy. Utilizing the redundancy, quantum error correction enables
us to transmit the quantum state precisely by decreasing the effect by the noise. As
the most typical method, we consider the method that uses the three-qubit system
for transmitting the one-qubit system [1], in which, we transform a one-qubit state
a|0〉+ b|1〉 to a three-qubit state a|000〉+ b|111〉, which is transmitted via the given
quantum channel.

In this case, when the error occurs in only one qubit system, the error can be
corrected as follows. First, we define the projection P0 to the subspace spanned by
|000〉, |111〉 corresponding to the no-error event, the projection P1 to the subspace
spanned by |100〉, |011〉 corresponding to the event of the error occurring in the first
qubit, the projection P2 to the subspace spanned by |010〉, |101〉 corresponding to
the event of the error occurring in the second qubit, and the projection P3 to the
subspace spanned by |001〉, |001〉 corresponding to the event of the error occurring
in the third qubit, Then, we apply the measurement corresponding to the instrument
{Pi }3i=0. When the outcome i is not 0, the error can be corrected by flipping the i th
basis |0〉 and |1〉 if the number of errors is less than one. However, the error might
occur in more than two qubits. The above method does not necessarily work well
against a general noise, which is written by a general TP-CP map.

In the following, we treat quantum error correction for the case when the state
reduction by the noise in the quantum communication is given as a quantum channel,
which is mathematically written by a TP-CP map. The sender transforms a quantum
state in the original quantum system to be sent (the message system), to a quantum
state in the input system of the given quantum channel. This process is called the
encoding, and the device to encode or the map is called the encoder. On the other

M. Hayashi et al., Introduction to Quantum Information Science, 231
Graduate Texts in Physics, DOI: 10.1007/978-3-662-43502-1_9,
© Springer-Verlag Berlin Heidelberg 2015
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hand, the receiver transforms the received quantum state in the output system of the
given quantum channel, to a state in the message system. This process is called the
decoding, and the device to decode or the map is called the decoder. In quantum error
correction, the pair of the encoder and the decoder is called a code. We often restrict
our encoder to the isometry into a larger system, in which, the message system can
be identified with the subspace of the input system of the quantum channel. In the
remaining part of this chapter, we summarize the fundamental knowledge of error
correction of the classical system. Then, we discuss quantum error correction. Finally,
we treat quantum cryptography as an application of quantum error correction.

9.2 Algebraic Error Correction in the Classical System

9.2.1 Formulation

We first treat the problem to transmit a bit sequence Xn = (X1, . . . , Xn) taking values
in {0, 1} via a classical communication channel. In the following, for an algebraic
treatment, we treat a bit consisting of {0, 1} as the finite field F2 = Z/2Z, in which,
the addition is defined by Fig. 3.1 and the multiplication is defined by Table 3.1. Then,
an n-bit sequence can be treated as an element of the vector space F

n
2 over the finite

field F2, whose detail is explained in Appendix A.7. Hence, we can define the sum
Xn + Y n := (X1 ⊕ Y1, . . . , Xn ⊕ Yn) for arbitrary two elements Xn,Y n ∈ F

n
2.1

In the following, we treat the case when the noise is symmetric. That is, the noise
Y n = (Y1, . . . ,Yn) in the channel occurs with the probability P(n)(Y n), and the
signal X ′n := Xn + Y n is received at the output system.2 In order to recover the
original message in the presence of the noise, we apply error correction, which is
given as a combination of the encoder and the decoder. The sender transforms the
original message to the input bit sequence, and the device or the process is called
the encoder. The encoder is constructed as a one-to-one map so that there is no
duplication among original messages corresponding to the input bit sequence. The
receiver transforms the received bit sequence to the original message, and the device
or the process is called the decoder. The pair of the encoder and the decoder is called
the code.

When the set of messages to be sent is {1, . . . ,M}, generally, the encoder is
described as a map φ from {1, . . . ,M} to F

n
2, and the decoder is described as a

map ψ from F
n
2 to {1, . . . ,M}. However, when we construct a code by the algebraic

method, we can identify the encoder with the range of the encoderφ, which is a subset

1 The sum in the vector space is written as +, and the sum in the finite field F2 is written as ⊕.
Since the sum+ has the same meaning as the difference− in a vector space over the finite field F2,
we unify them to +.
2 In the general noise, the probability flipping 0 to 1 dose not coincide with that the probability
flipping 1 to 0. In the following, we assume that these two kinds of flipping probabilities are the
same. Then, the above type description is possible.

http://dx.doi.org/10.1007/978-3-662-43502-1_3
http://dx.doi.org/10.1007/978-3-662-43502-1_3
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Fig. 9.1 Error correction in the classical channel
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Fig. 9.2 Error correction with the algebraic structure in the classical channel

of F
n
2, and we often define the encoder as a subset of F

n
2. In our case, as is shown in

Fig. 9.1, the message i is transformed to φ(i) and is changed to X ′n = φ(i)+ Y n by
the addition with the noise Y n . When the recovered messageψ(X ′n) is different from
i , the error correction is not successful. That is, the error correction is not successful
if and only if Y n = X ′n + φ(i) with ψ(X ′n) �= i .

Since the noise Y n obeys the distribution P(n), the (decoding) error probability is
given as

∑
X ′n∈Fn

2 :ψ(X ′n) �=i P(n)(X ′n + φ(i)) when the original messgae is i . Hence,
the average error probability is given as

Pe(φ,ψ) :=
M∑

i=1

1

M

∑
X ′n∈Fn

2 :ψ(X ′n) �=i

P(n)(X ′n + φ(i))

= 1−
M∑

i=1

1

M

∑
X ′n∈Fn

2 :ψ(X ′n)=i

P(n)(X ′n + φ(i)).

The performance of the code is characterized with the pair of the size M of the
message and the average error probability Pe(φ,ψ). The larger size M guarantees
that we can send more information, and the smaller average error probability Pe(φ,ψ)
does that we can send information more precisely. As the most popular decoder, we
introduce the maximum likelihood decoder ψML, which is given by ψML(X ′n) :=
argmaxi P(n)(X ′n + φ(i)). The maximum likelihood decoder minimizes the above
average error probability Pe(φ,ψ)with a givenφ. Hence, we can evaluate the optimal
performance of the encoder φ by the average error probability with the maximum
likelihood decoder. When the number n of transmitted bits is larger, a larger size
M of message can be transmitted. In this case, we focus on the transmission rate
log M/n.

Generally, a larger number n is required for a code whose transmission rate is large
and whose average error probability is small. However, the calculation amounts of
the encoder and the decoder are larger if a larger number n of transmitted bits is
larger. It is hard to realize the above pair of the encoder and the decoder.

In order to reduce the complexity , we choose the image of φ (the codebook) as
a vector subspace C of F

n
2 according to Fig. 9.2. In this case, we call C the code
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space. Then, the message set is given as a vector space F
k
2 with the size 2k . When the

code space C is a k-dimensional vector space over the finite field F2, for reducing
the complexity, the encoder φ is restricted to a one-to-one linear map over the finite
field F2 from F

k
2 to C , which is represented by an n-row k-column matrix called the

generating matrix of the code space C . The linear map can be determined by k
basis vectors of C . Hence, the generation matrix can be given by arranging k basis
vectors of C . However, since the choice of k basis vectors is not unique for C , the
generating matrix is not unique for the code space C .

In this construction, the error probability with the maximum likelihood decoder
does not depend on the message. It is also independent of the choice of the map φ
and depends only on the vector subspace C as long as the map φ is a one-to-one
map. In the following, we assume that the encoder is linear map and is give by the
generating matrix G. To see the structure of a decoder, we focus on an n − k-row
n-column matrix H satisfying H G = 0, which is called a parity check matrix of
the code C . A parity check matrix is not also unique for the code space C . When
the received bit sequence X ′n ∈ F

n
2 does not belong to C , we guess that the bit

sequence is changed due to the noise Y n . If we correctly identify the noise Y n , we
can recover the original message correctly. Since the original input bit sequence
belongs to the kernel Ker H = H−1(0) = C , the occurring noise Y n belongs to
H−1(H X ′n) = H−1(HY n).

Hence, given the image of the parity check matrix H X ′n , we can decide the
decoder ψ by choosing the bit sequence J (H X ′n) ∈ H−1(H X ′n) ⊂ F

n
2 that has

the largest occurring probability. That is, the received bit sequence X ′n is decoded
to X ′n + J (H X ′n) ∈ C . If and only if the decoded message coincides with the
original message, the occurring noise Y n belongs to the subset {J (Z)}Z∈Fn−k

2
.

Thus, the correctly decoding probability is given as
∑

Z∈Fn−k
2

P(n)(J (Z)), and
does not depend on the original message. That is, the error probability is given
as 1−∑

Z∈Fn−k
2

P(n)(J (Z)). In particular, when J (Z) is given as argmaxXn∈H−1(Z)

P(n)(Xn), it is written by JML(Z) because it gives the maximum likelihood decoder.
In the following, we use the subspace C of F

n
2 as the encoder, and denote the

error probability with the maximum likelihood decoder by δP(n)[C]. When there
is no possibility for confusion, we abbreviate the probability distribution P(n) for
the noise. Since the error probability does not depend on the element Xn ∈ C ,
δ[C] coincides with the average error probability with the maximum likelihood
decoder.

One may consider that the construction of the decoder depends on the choice
of the parity check matrix H . Mathematically, the above discussion can be made
without use of the parity check matrix H as follows. For this purpose, we employ
the quotient space F

n
2/C , which is given as the quotient of F

n
2 by C . (For the

detail, see Appendix A.7.) We denote the element of the quotient space F
n
2/C

whose representative element is Xn ∈ F
n
2 by [Xn]. Since the input bit sequence

belongs to the subspace C of F
n
2, the occurring noise Y n belongs to [X ′n] (See

Exercise A.29.).
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Hence, given an element of the quotient space [X ′n] ∈ F
n
2/C , we can decide

the decoder ψ by choosing the bit sequence J ([X ′n]) ∈ [X ′n] ⊂ F
n
2 that have the

largest occurring probability. In this discussion, when [X ′n] is regarded as an element
of the quotient space F

n
2/C , it corresponds to H X ′n . When [X ′n] is regarded as a

subset of F
n
2, it corresponds to H−1(H X ′n). In particular, [0] does to the kernel Ker

H = H−1(0). Using this correspondence, the above discussion can be reconstructed
by use of the terminology of the quotient space instead of a parity check matrix. In
the following, we discuss the decoder by using the quotient space.

Example 9.1 (three-bit code) In the case of n = 3, we can consider a typi-
cal code C(3) = {(0, 0, 0)T , (1, 1, 1)T }, which is given by the generation matrix
(1, 1, 1)T . The vector space F

3
2 can be divided to the union of elements of quotient

space as {(0, 0, 0)T , (1, 1, 1)T } ∪ {(1, 0, 0)T , (0, 1, 1)T } ∪ {(0, 1, 0)T , (1, 0, 1)T } ∪
{(0, 0, 1)T , (1, 1, 0)T }. The representative elements of the respective subsets can be
given as (0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T , (0, 0, 1)T . Hence, F

3
2/C(3) can be charac-

terized as {[(0, 0, 0)T ], [(1, 0, 0)T ], [(0, 1, 0)T ], [(0, 0, 1)T ]}.
In the code, the original message is encoded to (0, 0, 0)T or (1, 1, 1)T . Then,

when the receiver receives (0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T , or (0, 0, 1)T , the receiver
decides that only the error occurs only in one bit, and decodes it to (0, 0, 0)T . Simi-
larly, when the receiver receives (1, 1, 1)T , (1, 1, 0)T , (0, 1, 1)T , or (1, 0, 1)T , it is
natural to decode it to (1, 1, 1)T . The decoder is described by the map J defined in
the following way:

J ({(0, 0, 0)T , (1, 1, 1)T }) = (0, 0, 0)T , J ({(1, 0, 0)T , (0, 1, 1)T }) = (1, 0, 0)T ,

J ({(0, 1, 0)T , (1, 0, 1)T }) = (0, 1, 0)T , J ({(0, 0, 1)T , (1, 1, 0)T }) = (0, 0, 1)T .
(9.1)

Exercise 9.1 In the three-bit code, we assume that the noise Y 3 ∈ F
3
2 obeys the 3-trial

independent and identical distribution of the probability distribution P = (1− p, p)
over F2. Give the map JML corresponding to the maximum likelihood decoder.

When the noise Y n ∈ F
n
2 obeys the n-trial independent and identical distribution

Pn of the probability distribution P = (1− p, p) over F2 for p ∈ (0, 1/2), the map
JML corresponding to the maximum likelihood decoder can be defined as the choice
of the bit sequence with the minimum number of 1 among the equivalent class [Xn].
Such a decoder is called the minimum distance decoder.

Exercise 9.2 Under the three-bit code, we assume that the noise Y 3 ∈ F
3
2 obeys

the 3-trial independent and identical distribution of the probability distribution
P = (1 − p, p) over F2. Calculate the correctly decoding probability with the
maximum likelihood decoder when 0 < p < 1/2.

Example 9.2 (Hamming code) We consider the code space CG,1 ⊂ F
7
2 defined by

the following generating matrix:
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G1 :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 1
1 1 0 1
0 1 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (9.2)

Then, the element of CG,1 whose first, second, third, and fourth entries are
zero is limited to (0, 0, 0, 0, 0, 0, 0)T . Hence, in order to give representative ele-
ments of the three-dimensional space F

7
2/CG,1, we can choose them among bit

sequences whose first, second, third, and fourth entries are zero. That is, all of
elements of F

7
2/CG,1 are given as [(0, 0, 0, 0, 0, 0, 0)T ], [(0, 0, 0, 0, 1, 0, 0)T ],

[(0, 0, 0, 0, 0, 1, 0)T ], [(0, 0, 0, 0, 1, 1, 0)T ], [(0, 0, 0, 0, 0, 0, 1)T ], [(0, 0, 0, 0,
1, 0, 1)T ], [(0, 0, 0, 0, 0, 1, 1)T ], [(0, 0, 0, 0, 1, 1, 1)T ].
Exercise 9.3 Give the minimum distance decoder for the above Hamming code CG,1
with 7 bits. Further, show that the original message can be recovered whatever error
occurs among one-bit errors if the minimum distance decoder is applied.

Exercise 9.4 Under the above Hamming code CG,1 with 7 bits, we assume that
the noise Y 7 ∈ F

7
2 obeys the 7-trial independent and identical distribution of the

probability distribution P = (1 − p, p) over F2. Calculate the correctly decoding
probability with the maximum likelihood decoder when 0 < p < 1/2.

9.2.2 Evaluation of Error Probability Under Code Ensemble

As is mentioned in the above section, since the maximum likelihood decoder can
realize the minimum error, the optimal performance of the code space C can be
characterized by the minimum average error probability δ[C] with the maximum
likelihood decoder. However, it is not so easy to evaluate the average error probability
δ[C]. In particular, when n is larger, the evaluation is more difficult. In order to resolve
the problem, Shannon [2, 3] introduced the idea of random coding. In this method,
we give up to evaluate the respective average error probability δ[C] for a given code
C , and focus on the ensemble of codes and the expectation value of the average
error probability δ[C] with respect to the ensemble of codes. One might consider
that the evaluation of the expectation of δ[C] is more difficult than that of δ[C]
for a specific code C . However, a probabilistic method enables us to evaluate the
expectation. Since the original ensemble by Shannon is not an ensemble of code
spaces, we treat an ensemble different from his original ensemble. In particular, we
treat not a specific code ensemble but a code ensemble satisfying a certain condition.
The code ensemble satisfying the condition is closely related to privacy amplification
in the quantum cryptography, and plays an important role in the applied viewpoint.
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In order to give the condition for the code ensemble, we choose the code space
C ⊂ F

n
2 according to a random variable Z . That is, we denote the code space CZ

determined by the random variable Z . When the code ensemble {CZ }Z satisfies the
following condition, we call it ε-universal2 [4–6].

Pr{Xn ∈ CZ } ≤ ε, ∀Xn �= 0 ∈ F
n
2 . (9.3)

The condition for the code ensemble means that the code space CZ is distributed
almost uniformly in a sense, i.e., there is less bias for the choice of elements of
CZ except for the origin 0. In particular, a 2k−n-universal2 code ensemble plays an
important role among k-dimensional code spaces, and the example will be concretely
given in Sect. 9.2.3. Then, we obtain the following theorem [6, 7].

Theorem 9.1 An ε-universal2 code ensemble CZ satisfies the inequality

EZδ[CZ ] ≤ min
0≤s≤1

εs2φ(s:P(n)), (9.4)

where EZ is the expectation with respect to the random variable Z and

φ(s : P(n)) := log(
∑

Xn∈Fn
2
(P(n)(Xn))

1
1+s )1+s .

For the proof, we prepare the following lemma.

Lemma 9.1 (Gallager [7]) Given a code space C, the error probability δ[C] with
the maximum likelihood decoder can be evaluated as follows with arbitrary real
numbers s, t > 0:

δ[C] ≤
∑

Xn∈Fn
2

P(n)(Xn)1−st

⎛
⎝ ∑

X ′n∈C\{0}
P(n)(Xn + X ′n)t

⎞
⎠

s

. (9.5)

Proof of Lemma 9.1 When the code space C and the maximum likelihood decoder
are used, the error probability is given as δ[C] =∑

Xn∈Fn
2

P(n)(Xn)�ML(Xn), where
the indicator function �ML(Xn) is given as

�ML(X
n) :=

{
0 if P(n)(Xn) > P(n)(Xn + X ′n), ∀X ′n ∈ C \ {0}
1 otherwise.

Using

�X ′n (X
n) :=

{
0 if P(n)(Xn) > P(n)(Xn + X ′n),
1 otherwise,

we can evaluate the indicator function �ML(Xn) as follows.
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�ML(X
n) ≤

∑
X ′n∈C\{0}

�X ′n (X
n). (9.6)

Then, taking the sth power in the both sides of (9.6) for s > 0, we obtain �ML

(Xn) ≤
(∑

X ′n∈C\{0}�X ′n (X
n)

)s
, which implies that

�X ′n (X
n) ≤ P(n)(Xn + X ′n)

P(n)(Xn)
. (9.7)

Similarly, taking t th power in the both sides of (9.7) for t > 0, we obtain �X ′n

(Xn) = �X ′n (X
n)t ≤ P(n)(Xn+X ′n)t

P(n)(Xn)t
. Summarizing the above inequalities, we have

�ML(X
n) ≤

⎛
⎝ ∑

X ′n∈C\{0}

P(n)(Xn + X ′n)t

P(n)(Xn)t

⎞
⎠

s

. (9.8)

Hence, the error probability can be evaluated as

δ[C] ≤
∑

Xn∈Fn
2

P(n)(Xn)

⎛
⎝ ∑

X ′n∈C\{0}

P(n)(Xn + X ′n)t

P(n)(Xn)t

⎞
⎠

s

=
∑

Xn∈Fn
2

P(n)(Xn)1−st

⎛
⎝ ∑

X ′n∈C\{0}
P(n)(Xn + X ′n)t

⎞
⎠

s

. (9.9)

�

Proof of Theorem 9.1 Substituting t = 1
1+s into (9.5) for 0 ≤ s ≤ 1, we have

δ[CZ ] ≤
∑

Xn∈Fn
2

(P(n)(Xn))
1

1+s

⎛
⎝ ∑

X ′n∈CZ \{0}
(P(n)(Xn + X ′n))

1
1+s

⎞
⎠

s

.

Then, taking the expectation with respect to the random variable Z and applying
Jensen inequality (A.13) to the concave function x �→ xs and the random variable(∑

X ′n∈CZ \{0} P(n)(Xn + X ′n)
1

1+s

)
, we obtain

EZδ[CZ ] ≤EZ

∑
Xn∈Fn

2

P(n)(Xn)
1

1+s

⎛
⎝ ∑

X ′n∈CZ \{0}
P(n)(Xn + X ′n)

1
1+s

⎞
⎠

s

≤
∑

Xn∈Fn
2

P(n)(Xn)
1

1+s

⎛
⎝EZ

∑
X ′n∈CZ \{0}

P(n)(Xn + X ′n)
1

1+s

⎞
⎠

s
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=
∑

Xn∈Fn
2

P(n)(Xn)
1

1+s

⎛
⎝ ∑

X ′nF
n
2\{0}

Pr{X ′n ∈ CZ }P(n)(Xn + X ′n)
1

1+s

⎞
⎠

s

≤
∑

Xn∈Fn
2

P(n)(Xn)
1

1+s

⎛
⎝ε ∑

X ′n∈Fn
2

P(n)(Xn + X ′n)
1

1+s

⎞
⎠

s

, (9.10)

where the final inequality follows from the condition of ε-universal2 (9.3). Since(
ε
∑

X ′n∈Fn
2

P(n)(Xn + X ′n)
1

1+s

)s
does not depend on Xn , the above value coincides

with
(
ε
∑

X ′n∈Fn
2

P(n)(X ′n)
1

1+s

)s = εs
(∑

X ′n∈Fn
2

P(n)(X ′n)
1

1+s

)s
. Hence, the right

hand side of (9.10) equals the following value.

∑
Xn∈Fn

2

P(n)(Xn)
1

1+s εs

⎛
⎝ ∑

X ′n∈Fn
2

P(n)(X ′n)
1

1+s

⎞
⎠

s

= εs

⎛
⎝ ∑

Xn∈Fn
2

P(n)(Xn)
1

1+s

⎞
⎠

1+s

= εs2φ(s:P(n)). (9.11)

�

9.2.3 Examples of Code Ensemble

In the following, we give concrete examples for an ε-universal2 code ensemble of
k-dimensional subspaces of F

n
2 when ε = 2k−n . Since a code space is determined by

a generating matrix, we construct a code ensemble by constructing an ensemble of
generating matrices.

Lemma 9.2 Let BZ be the (n − k) × k matrix whose (n − k)k entries are inde-
pendent uniform random variables taking values in F2. We choose the code space

CZ generated by the generating matrix

(
I

BZ

)
. Then, the code ensemble CZ is

2k−n-universal2.

Proof of Lemma 9.2 In the following, we give a proof for a fixed Xn :=
(X1, . . . , Xn) �= 0 ∈ F

n
2. the probability that Xn belongs to the code space CZ

is 0. We also assume that (l, j)th entry of the matrix BZ is given as Zl, j . Hence,
the bit sequence Xn belongs to the code space CZ if and only if there exists a bit
sequence (Y1, . . . ,Yk) such that 3

Xt = Yt , Xk+l =
k⊕

j=1

Zl, j ∧ Y j , l = 1, . . . , n − k, t = 1, . . . , k,

3 ∧ is the multiplication over the finite field F2, and is given in Table 3.1.

http://dx.doi.org/10.1007/978-3-662-43502-1_3
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which is equivalent with

Xk+l =
k⊕

j=1

Zl, j ∧ X j , l = 1, . . . , n − k. (9.12)

When the initial k entries of Xn are zero, the random variable Xk+l is independent
of the random variable Xk+l ′ with l �= l ′, and takes 0 and 1 with the probability 1/2.
Therefore, all of the above conditions for l hold with the probability 1/2n−k . �

The above construction requires (n− k)k independent uniform random variables.
However, the number can be reduced at least up to n − 1 [8].

Lemma 9.3 Let Z = (Z1, . . . , Zn−1) be n − 1 independent uniform random vari-
ables over F2. We define the (n−k)×k Toeplitz matrix AZ by (AZ )l, j := Zn−k−l+ j ,

and the code space CZ as the code generated by the generating matrix

(
I

AZ

)
. Then,

the code ensemble CZ is 2k−n-universal2.

Proof of Lemma 9.3 When the initial k entries of Xn := (X1, . . . , Xn) �= 0 ∈ F
n
2

are zero, the probability that Xn belongs to the code space CZ is 0.
Hence, in the following, we consider the case when the initial k entries of Xn

contain 1. Similar to Lemma 9.2, we treat Condition (9.12), but we need a modified
treatment. For this purpose, we pick up bits whose value is 1 from k bits X1, . . . , Xk ,
and denote the bit with the largest index by Xt . Since Xt = 1, Xn belongs to the
code space CZ if and only if

Xk+l = (
k⊕

j=1

(Zn−k−l+ j ∧ X j ))

= (
t−1⊕
j=1

(Zn−k−l+ j ∧ X j ))⊕ Zn−k−l+t , l = 1, . . . , n − k (9.13)

because Xt = 0 and X j = 0 for j > t .
Now, we focus on Condition (9.13) with l = n − k. Since Zt is independent

of Zt−1, . . . , Z1 and Zt takes the value 0 and 1 with the equal probability, the
condition holds with probability 1/2. Next, we focus on Condition (9.13) with l =
u when Condition (9.13) holds with l = u + 1, . . . , n − k. Since Zn−k−u+t is
independent of Zn−k−u+t−1, . . . , Z1 and Zn−k−u+t takes the value 0 and 1 with the
equal probability, the condition holds with probability 1/2. Hence, Condition (9.13)
holds with probability 1/2n−k . �



9.2 Algebraic Error Correction in the Classical System 241

9.2.4 Asymptotic Theory

Up to now, we have treated the classical communication channel over the vector
space F

n
2 when the noise obeys a general probability distribution on P(n) over the

vector space F
n
2. In the following, we will treat the case when the probability distrib-

ution P(n) is the independent and identical distribution of the probability distribution
P = (1− p, p) on the finite field F2. Then, we have

φ(s : Pn) = nφ(s : P) = n(1+ s) log((1− p)
1

1+s + p
1

1+s ). (9.14)

In particular, the analysis of the above case with infinitely large n is called the
asymptotic theory. For the analysis, we treat a code space Cn as a subspace of
F

n
2 for respective n, and focus on the sequence {Cn}. Then, we discuss the limit

limn→∞ δ[Cn] of the error probability with the maximum likelihood decoder and
the transmission rate limn→∞ 1

n log |Cn|. The entropy (Shannon entropy) plays an
important role in the asymptotic theory, and is characterized as

H(P) = lim
s→0

φ(s : P)

s
. (9.15)

Although we choose the codebook as a subspace of F
n
2, when we choose the

codebook as a subset of F
n
2, the following theorem is known as Shannon’s channel

coding theorem.

Theorem 9.2 ([2, 3]) For a sequence of codes whose nth codebook is chosen as a
subset of F

n
2 , we impose the condition that the error probability of the code goes to

zero. The maximum transmission rate under the condition is 1− H(P).

Next, we choose R satisfying

R > H(P), (9.16)

and choose an integer k for n satisfying k = �(1−R)n�. Then, we apply Theorem 9.1
to the 2k−n-universal2 code ensemble given in Lemma 9.3. Since the left hand side of
(9.4) is the expectation of error probability with respect to the code ensemble, there
exists a code space whose error probability with the maximum likelihood decoder is
less than the right hand side of (9.4).

In the following, we treat a sequence of code spaces given in the above. The
transmission rate of the above sequence of codes is 1 − R, Relation (9.14) implies
that the right hand side of (9.4) is 2−n max0≤s≤1(s R−φ(s:P)). Since Relation (9.15) holds,
due to Condition (9.16), the relation R > φ(s:P)

s holds with a sufficiently small s > 0.
Hence, we have max0≤s≤1 s R−φ(s : P) > 0, which implies that the right hand side
of (9.4) goes to zero exponentially for n. Thus, there exists a sequence of codes such
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that the error probability goes to zero and the transmission rate is close to 1−H(P).
Due to Theorem 9.2, the sequence of codes given here attains the asymptotically
optimal transmission rate.

9.2.5 Error Correction with Confidentiality

If the transmitted information is partially leaked to the the eavesdropper, we need
an additional art to disable the eavesdropper to obtain any meaningful information
from the leaked information. For this purpose, we choose a space C in F

n
2 and a

subspace N of C , and consider the following coding method; the message to be sent
is represented to not an element of C , but the element of the quotient space C /N [9].

The method to encode the message to the quotient space C /N is called privacy
amplification. In the following, we denote the equivalent classes for the division
by the subspaces N and C by [Xn]N and [Xn]C , respectively. In this case, even
when the received bit sequence is decoded to another element of the same equiv-
alent class with respect to N as the original message, the decode is regarded as
successful. Hence, when the noise Y n obeys the distribution P(n), the correctly
decoding probability with the decoder J := {J ([Xn]C )}[Xn ]C∈Fn

2/C is given as

P(n)(J + N ) :=∑
[Xn ]C∈Fn

2/C,X ′′n∈N P(n)(J ([Xn]C )+ X ′′n).
In particular, the probability that the message [Xn]N ∈ C /N is erroneously

decoded to [Xn]N + [X ′n]N ∈ C /N is given as P(n){J , N }([X ′n]N ) := P(n)(J +
X ′n + N ). In this case, if we replace J ([Xn]C ) by J ([Xn]C ) + X ′′n with X ′′n ∈
N , the finally decoded information is not changed, and then the error probabil-
ity is not changed. The pair of subspaces N ⊂ C given here is called a code
pair. In particular, when the representative J (x) of x ∈ F

n
2/C is given by

argmaxXn∈x
∑

X ′′n∈N P(n)(Xn+X ′′n), it is called the maximum likelihood decoder
for the code pair N ⊂ C under the distribution P(n). The choice of the represen-
tatives yields the maximum correctly decoding probability, and we denote the error
probability with the choice by δP(n)[C/N]. If there is no possibility for confusion,
we abbreviate the probability distribution P(n).

Example 9.3 Consider the case with C = F
3
2 and N = C(3). Even if the eavesdrop-

per obtains any one-bit information from three-bit sequence X ∈ F
3
2, the eavesdrop-

per cannot obtain any information for [X ]N ∈ F
3
2/C(3).

For example, assume that the eavesdropper knows only the first bit. If the first bit is
0, since the eavesdropper does not know the remaining two bits, the number of possi-
ble cases is 4. Then, in the respective one case, [X ]N coincides with the respective ele-
ment of F

3
2/C(3) = {[(0, 0, 0)T ], [(1, 0, 0)T ], [(0, 1, 0)T ], [(0, 0, 1)T ]}. Similarly,

if the first bit is 1, in the respective one case, [X ]N coincides with the respective
element of F

3
2/C(3) = {[(0, 0, 0)T ], [(1, 0, 0)T ], [(0, 1, 0)T ], [(0, 0, 1)T ]}. Hence,

even if the eavesdropper knows the first bit, the eavesdropper does not know what
element of F

3
2/C(3) equals [X ]N . The same fact can be shown for the case when the

eavesdropper knows only the second bit or the third bit.
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We consider the above kind of security in the general setting. For this purpose,
we assume that X is the uniform random number on C and the eavesdropper knows
only the i1th bit, the i2th bit, . . ., the im th bit. Then, we denote the map from an n-bit
sequence to an m-bit sequence of the i1th bit, the i2th bit, . . ., and the im th bit, by
Pi1,i2,...,im . In this case, we can consider that the information [X ]N is secure for the
above eavesdropper when the random variable Pi1,i2,...,im (X) is independent of the
random variable [X ]N . To discuss this issue, we define the matrix G ′N consists of
the i1th column, the i2th column, . . ., and the im th column of the generating matrix
of the subspace N . Similarly, we define the matrix G ′C for the subspace C . Then, the
security of the information [X ]N is characterized as follows.

Lemma 9.4 Under the above assumption, the random variable Pi1,i2,...,im (X) is
independent of the random variable [X ]N if and only if the image of G ′N is the same
as the image of G ′C .

Proof Firstly, we notice that the random variable Pi1,i2,...,im (X) is independent
of the random variable [X ]N if and only if the conditional probability distribu-
tion PPi1,i2,...,im (X)|[X ]N=a equals the probability distribution PPi1,i2,...,im (X) for any
a ∈ C /N .

Assume that the image of G ′N is the same as the image of G ′C , and choose an
element b ∈ Ran G ′C = Ran G ′N . Under the condition [X ′]N = [0]N , the number of
cases of Pi1,i2,...,im (X ′) = b equals the cardinality of Ker Pi1,i2,...,im , which does not
depend on b. Then, under the condition [X ]N = [x]N , X can be written as X = X ′+x
with X ′ ∈ N = [0]N . Since Pi1,i2,...,im (X) = Pi1,i2,...,im (X ′) + Pi1,i2,...,im (x), the
number of cases of Pi1,i2,...,im (X) = b + Pi1,i2,...,im (x) also does not depend on b
under the condition [X ]N = [x]N . Hence, the conditional probability distribution
PPi1,i2,...,im (X)|[X ]N equals the probability distribution PPi1,i2,...,im (X).

Next, we assume that the conditional probability distribution PPi1,i2,...,im (X)|[X ]N=a
equals the probability distribution PPi1,i2,...,im (X) for any a ∈ C/N . Since X is the

uniform random number on C , PPi1,i2,...,im (X)(b) = 1
|Ran G ′C | for any b ∈ Ran G ′C .

Hence, PPi1,i2,...,im (X)|[X ]N=[0]N (b) = 1
|Ran G ′C | for any b ∈ Ran G ′C , which implies

that Ran G ′C = Ran G ′N . �

Therefore, we can conclude that even when the eavesdropper obtains the i1th bit,
the i2th bit, . . ., and the im th bit, the eavesdropper cannot obtain any information for
C /N as long as the image of the matrix G ′N is that of the matrix G ′C .

Example 9.4 Define the code space CG,3 by the following generating matrix.

G3 :=

⎛
⎜⎜⎜⎜⎝

1 1 1
1 0 1
1 0 0
0 1 0
0 0 1

⎞
⎟⎟⎟⎟⎠ . (9.17)
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We choose the code pair N ⊂ C in F
5
2 such that N = CG,3 and CG,3 ⊂ C . (For

example, C = F
5
2.) A 2 × 3 matrix consisting of arbitrary two row vectors of G3

has the image F
2
2. Hence, under the condition that two bits of X ∈ C are fixed, the

probability that [X ]N coincides with an element [X ′]N of C /N does not depend on
the choice of [X ′]N . That is, we cannot obtain any information for [X ]N when we
obtain only arbitrary two bits of X .

Exercise 9.5 Define the code CG,2 by the following generating matrix.

G2 :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 0
0 1 1
1 0 1
1 1 1
1 0 0
0 1 0
0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (9.18)

Then, show that the code space CG,1 contains the code space CG,2.

Example 9.5 As is discussed in Exercise 9.3, any one bit error can be corrected
under the code CG,1. Hence, when we employ the code CG,1/CG,2, we can correct
any one bit error. CG,1/CG,2 has the following two elements.

[(0, 0, 0, 0, 0, 0, 0)T ]
={(0, 0, 0, 0, 0, 0, 0), (1, 0, 1, 1, 1, 0, 0), (1, 1, 0, 1, 0, 1, 0), (0, 1, 1, 1, 0, 0, 1),

(0, 1, 1, 0, 1, 1, 0), (1, 0, 1, 0, 0, 1, 1), (1, 1, 0, 0, 1, 0, 1), (0, 0, 0, 1, 1, 1, 1)}
[(1, 1, 1, 1, 1, 1, 1)T ]
={(1, 1, 1, 1, 1, 1, 1), (0, 1, 0, 0, 0, 1, 1), (0, 0, 1, 0, 1, 0, 1), (1, 0, 0, 0, 1, 1, 0),

(1, 0, 0, 1, 0, 0, 1), (0, 1, 0, 1, 1, 0, 0), (0, 0, 1, 1, 0, 1, 0), (1, 1, 1, 0, 0, 0, 0)}.

Exercise 9.6 Let N be the code CG,2. Given two cosets [x]N , [x ′]N ∈ F
7
2/N , we

assume that X and X ′ are subject to the uniform distribution over the cosets [x]N
and [x ′]N , respectively. We choose two bits among seven bits. Show that the two bits
of X coincide with those of X ′ with probability 1/4.

Exercise 9.7 Let N be the code CG,2. List up all combinations of three bits that give
a part of information for [X ]N .

Exercise 9.8 Let N be the code CG,1. Given two cosets [X ]N , [X ′]N ∈ F
7
2/N , we

assume that X and X ′ are subject to the uniform distribution over the cosets [X ]N
and [X ′]N , respectively. We choose three bits among seven bits. Show that the three
bits of X coincide with those of X ′ with probability 1/8.
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Exercise 9.9 Define the code CG,4 in F
8
2 by the following generating matrix.

G4 :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9.19)

Let N be the code CG,4. Given two cosets [X ]N , [X ′]N ∈ F
8
2/N , we assume that

X and X ′ are subject to the uniform distribution over the cosets [X ]N and [X ′]N ,
respectively. We choose three bits among eight bits. Show that the three bits of X
coincide with those of X ′ with probability 1/8.

Next, we consider the following setting, which might be strange, but is related to
quantum cryptography. The subspace N is fixed priorly, and we can randomly choose
the code space C containing N according to a random variable Z . In the following,
we call a code ensemble CZ in F

n
2 satisfying N ⊂ CZ and the following condition

ε-universal2 extended code ensemble of N [6].

PZ {Xn ∈ CZ } ≤ ε, ∀Xn ∈ F
n
2 \ N . (9.20)

Lemma 9.5 For given a subspace N of F
n
2 , we denote the homomorphism from F

n
2

to F
n
2/N by πN . When a code ensemble CZ of F

n
2/N is ε-universal2, π−1

N (CZ ) is an
ε-universal2 extended code ensemble of N .

Due to this lemma, we can construct a code ensemble required in this subsection,
based on a code ensemble given in Sect.9.2.3. First, we obtain the following lemma
as a generalization of Lemma 9.1. Its proof is available by replacing F

n
2\{0} by F

n
2\N

in the proof of Lemma 9.1.

Lemma 9.6 Given a code space C containing N, the error probability δ[C/N ] of
the code pair with the maximum likelihood decoder is evaluated by

δ[C/N ] ≤
∑

Xn∈Fn
2

P(n)(Xn)1−st

⎛
⎝ ∑

X ′n∈C\N
P(n)(Xn + X ′n)t

⎞
⎠

s

with arbitrary real numbers s, t > 0.
Then, we obtain the following lemma as a generalization of Theorem 9.1. Its

proof is available by replacing F
n
2\{0} and ε-universal2 code ensemble by F

n
2\N

ε-universal2 extended code ensemble in the proof of Theorem 9.1, respectively.
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Theorem 9.3 When a code ensemble CZ is an ε-universal2 extended code ensemble
of N , the inequality EZδ[CZ/N ] ≤ min0≤s≤1 ε

s2φ(s:P(n)) holds.

9.3 Quantum Error Correcting Code

9.3.1 Pauli Channel

When we transmit a quantum state via a quantum channel (TPCP map)�, we discuss
how to protect the quantum state from the noise of the quantum channel �. We
introduce the Pauli channel as a typical noisy quantum channel. Since the Pauli
matrix σx given in (2.22) satisfies σx |0〉 = |1〉,σx |1〉 = |0〉, we can consider that it
represents bit flip.

On the other hand, the Pauli channel σz gives the flip with respect to the phase
basis |ê j 〉 := 1√

2
(|0〉 + (−1) j |1〉), i.e., the phase flip σz|ê0〉 = |ê1〉,σz |ê1〉 = |ê0〉.

These two matrices satisfy the following commutation relation.

σxσz = −σzσx .

Hence, letting W(s, t) := σs
xσ

t
z for (s, t) ∈ F

2
2, we obtain

W(s, t)W(s′, t ′) = (−1)s
′t⊕t ′sW(s′, t ′)W(s, t).

Next, we focus on the n-qubit system (C2)⊗n . Denoting the action of W(s, t) to
the i th qubit system by Wi (s, t), we define the unitary Wn(�s) on the quantum system
(C2)⊗n with �s := (s, t) ∈ F

2n
2 and s := (s1, . . . sn), t := (t1, . . . tn) ∈ F

n
2 as follows.

Wn(�s) :=W1(s1, t1)⊗ · · · ⊗Wn(sn, tn).

Hence, defining the symplectic inner product 〈�sa, �sb〉 := ⊕n
i=1((sb,i ∧ ta,i )

⊕ (tb,i ∧ sa,i )) for �sa, �sb ∈ F
2n
2 , we obtain the commutation relation [10]:

Wn(�sa)Wn(�sb) = (−1)〈�sa ,�sb〉Wn(�sb)Wn(�sa). (9.21)

Thus, when two vectors �sa, �sb ∈ F
2n
2 are orthogonal in the sense of the above inner

product, the two matrices Wn(�sa) and Wn(�sb) are commutative with each other.
Now, we consider the case when the unitary Wn(�s) operates on the quantum

system (C2)⊗n as the noise with the probability P(n)(�s). The state reduction can be
described by a Pauli channel �[P(n)], which is defined by

�[P(n)](ρ) :=
∑
�s∈F2n

2

P(n)(�s)Wn(�s)ρWn(�s)†. (9.22)

http://dx.doi.org/10.1007/978-3-662-43502-1_2


9.3 Quantum Error Correcting Code 247

quantum 
channel

encoder decoderρρ ( )ρρΛΛ ( )D ρρΛΛ

Fig. 9.3 Error correction with quantum channel

In particular, when the distribution P(n) is given as the n-trial independent and
identical distribution Pn of the distribution P on F

2
2, we obtain �[Pn] = �[P]⊗n .

Further, the entanglement fidelity given in Sect. 6.3.8 of the Pauli channel can be
calculated by use of the formula (6.118) as follows

F2
e (ρmix,�[P(n)]) = P(n)(0) (9.23)

because Tr ρmixWn(0) = 1 and Tr ρmixWn(�s) = 0 for �s �= 0. Finally, we introduce
a notation for a Pauli channel. When a Pauli channel� is written as the form (9.22),
we denote the probability distribution P(n) deciding the channel by P[�].

9.3.2 Stabilizer Code

Now, we treat quantum error correction, which protects the quantum state when it is
transmitted via a quantum channel (TPCP map)�. In the following discussion, both
of the input and output systems of the quantum channel� are assumed to be written as
the same Hilbert space H. First, we fix the quantum system to be transmitted, which
is called a message system. Then, we call the device or the process transforming the
message system to the input system of the quantum channel the encoder, and call
the device or the process transforming the output system of the quantum channel to
the message system the decoder [11].

Generally, since the encoder and the decoder change the state, they are given as
TPCP map. When we construct a quantum error correction code by an algebraic
method, it is very often to restrict the encoder to the isometry embedding from the
message system to the input system.4 In this case, the encoder can be characterized
by restricting the input system of the given quantum channel.

Hence, when we restrict the input system of the given quantum channel to the
sub-Hilbert space H0 of H, we call the sub-Hilbert space H0 a code space. In this
case, the decoder is given as a TPCP map D from the output system of the channel
to the sub-Hilbert space H0, as explained in Fig. 9.3.

In the following, we concretely give stabilizer codes, which are the most impor-
tant class of quantum error correcting codes [13–16]. In the case of classical error
correcting codes, we give a code by using the subspace of F

n
2, and call it a classical

code space for distinguishing it from a quantum code space.
Since we need to treat the bit and phase flips in the quantum system, when we

treat the n qubit systems, we treat a subspace N of F
2n
2 . The subspace N is called

4 It is known that this assumption does not change the asymptotically optimal transmission rate [12].

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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self-orthogonal if 〈�sa, �sb〉 = 0 holds for arbitrary �sa, �sb ∈ N . The orthogonal
complementary space N� of N is defined as N� := {�sa ∈ F

2n
2 |〈�sa, �sb〉 = 0, ∀�sb ∈

N }. Then, N is self-orthogonal if and only if N ⊂ N�.
In the following, we construct a quantum error correcting code based on a self-

orthogonal space N ⊂ F
2n
2 . Due to the property (9.21), all of elements of {Wn(�s)}�s∈N

can be diagonalized simultaneously with the form Wn(�s) = ∑
i fi (�s)Pi , where

Pi is the projection to the simultaneous eigenspace and fi is the map giving the
eigenvalue. Now, we denote the set of the liner map from N to F2 over the finite
field F2 by N∗. Then, the map fi satisfies fi (�sa) fi (�sb) = fi (�sa + �sb) because
Wn(�sa)Wn(�sb) = Wn(�sa + �sb) holds for �sa, �sb ∈ N . Hence, the map fi is given
as fi (�s) = (−1)xi (�s) with xi ∈ N∗. That is, since the eigenvalues of Wn(�s) are
±1, we can assign the simultaneous eigenspace Hx ⊂ (C2)⊗n corresponding to
x ∈ N∗. Denoting the projection to Hx by Px , we obtain the following simultaneous
diagonalization:

Wn(�s) =
∑

x∈N∗
(−1)x(�s)Px , ∀�s ∈ N . (9.24)

Since the scalar [�sb](�sa) := 〈�sb, �sa〉 does not depend on the choice of �sb of the
equivalent class [�sb] ∈ F

2n
2 /N�, we can regard [�sb] as an element of N∗ via the

relation [�sb](�sa) = 〈�sb, �sa〉. Conversely, since an arbitrary element of N∗ can be
represented by use of an element of F

2n
2 /N�, we can identify F

2n
2 /N� and N∗. In

particular, given �sa ∈ N and �sb ∈ F
2n
2 , we obtain

∑
x∈N∗

(−1)x(�sa)Wn(�sb)Px Wn(�sb)
† =Wn(�sb)Wn(�sa)Wn(�sb)

†

= (−1)[�sb](�sa)Wn(�sa) =
∑

x∈N∗
(−1)[�sb](�sa)+x(�sa)Px

=
∑

x∈N∗
(−1)([�sb]+x)(�sa)Px =

∑
x∈N∗

(−1)x(�sa)Px+[�sb].

(9.25)

Thus, the unitary Wn(�sb) maps the sub-Hilbert space Hx to the sub-Hilbert space
Hx+[�sb].

Using the structure, we construct a quantum error correcting code. First, we
choose a sub-Hilbert space H0 corresponding to 0 ∈ N∗ as our code space . Then,
we choose the representative �sx for a given x ∈ N∗ = F

2n
2 /N�, and define the

decoder D(ρ) := ∑
x∈N∗ Wn(�sx )

† PxρPx Wn(�sx ). Here, we do not have to choose
the representative �sx satisfying �sx + �sx ′ = �sx+x ′ . In order that our quantum error
correcting code works against the noise effectively, it is better to choose the rep-
resentative �sx such that the relation �sx + �sx ′ = �sx+x ′ does not necessarily hold.
The above constructed quantum error correcting code from a self-orthogonal space
N is called the stabilizer code whose stabilizer is the self-orthogonal space N .
In particular, since we can identify the encoder H0 with the self-orthogonal space
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N in the stabilizer code, we often call N the encoder. In the case of Pauli channel
�[P(n)](ρ) = ∑

�s∈F2n
2

P(n)(�s)Wn(�s)ρWn(�s)†, we can think that the error Wn(�s)
occurs with probability P(n)(�s).

When N is a k-dimensional subspace of F2, we have |N∗| = 2k , and every
simultaneous eigenspace Hx has dimension 2n−k . That is, the code space H0 has
dimension 2n−k . Since |N�| = 22n−k , we obtain the following formula

Tr H0 = 2n−k = |F
n
2|
|N | =

√
|N�|
|N | . (9.26)

Further, we obtain Tr Wn(�s)|H0 = 0 for �s ∈ F
2n
2 \N� because the unitary Wn(�s)

maps an element of the code space H0 to an element of H[�s]. On the other hand,
Wn(�s)|H0 is not a constant scalar for �s ∈ N�\N although the unitary Wn(�s) maps
an element of the code space H0 to an element of H0.

As a summary, we obtain

Tr Wn(�s − �sx )|H0 =
{

0 if �s − �sx /∈ N
Tr P0 if �s − �sx ∈ N .

(9.27)

Denoting the quantum channel � with restricting the input system to H0 by �H0

and letting J := {�sx }x∈N∗ , due to (6.118), we can characterize the entanglement
fidelity of the quantum channel D ◦�H0 as follows.

F2
e (ρmix, D ◦�H0) =

∑
x∈N∗,�s∈N

P(n)(�sx + �s) = P(n)(J + N ). (9.28)

Under a given code space H0 and the Pauli channel�[P(n)], the decoder realizing
the maximum entanglement fidelity is given by choosing the representative to be
argmax�sx∈x

∑
�s∈N P(n)(�sx + �s) for x ∈ N∗ = F

2n
2 /N�. The decoder is called the

maximum likelihood decoder for the code space N under the probability distribu-
tion P(n). As the above mentioned way, the construction of the decoder of a stabilizer
code and the evaluation of entanglement fidelity can be obtained by the classical dis-
cussion for the distribution P(n).

We employ the sub-Hilbert space Hx ′ as a code space instead of H0 and define
the decoder by

Dx ′(ρ) :=
∑

x∈N∗
Wn(�sx−x ′)

† PxρPx Wn(�sx−x ′). (9.29)

Then, the quantum error correcting code has the same performance as that defined
with the code space H0. For any element [�s] ∈ N�/N , the unitary Wn(�s) preserves
the sub-Hilbert spaces H0 and Hx . The operations for these sub-Hilbert spaces do

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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not depend on the choice of the representative except for the scalar times. Then, we
denote the action to the sub-Hilbert space Hx by Wn|Hx ([�s]).

Defining the distribution P(n){J +N }([�s]) := P(n)(J +�s+N ) for [�s] ∈ N�/N ,
we have

P[Dx ◦�Hx ]([�s])
= 1

dim H2
x
〈〈Wn|Hx ([�s])|((Dx ◦�Hx )⊗ IR)(| IHx 〉〉〈〈IHx |)|Wn|Hx ([�s])〉〉

= P(n)(J + �s + N ) = P(n){J + N }([�s]), (9.30)

where the vector |X〉〉 ∈ H ⊗HR is defined as |X〉〉 := ∑
i, j Xi, j |i, j〉 for a given

matrix X . That is, the application of the above quantum error correction to the Pauli
channel �[P(n)] yields the Pauli channel with the distribution P(n){J + N }.

9.3.3 CSS Code

In this subsection, we concretely give a stabilizer code by use of the structure
F

2n
2 = F

n
2 × F

n
2 [17–19]. In the following discussion, when we need to distinguish

the first part and the second part in F
2n
2 = F

n
2 × F

n
2, we denote them by F

n
2,1 and

F
n
2,2, respectively. Based on the inner product (s|t) := s1t1 + · · · + sntn in F

n
2, we

define the orthogonal complementary space C� := {s ∈ F
n
2|(s|t) = 0, ∀t ∈ C} of

a subspace C ⊂ F
n
2, which is a classical code space . Then, the dimension of C� is

n minus the dimension of C , and we obtain the following lemma.

Lemma 9.7 The relation C�2 × C�1 = (C1 × C2)
� holds.

Proof of Lemma 9.7 We can check that C�2 × C�1 ⊂ (C1 × C2)
� by showing that

any element of C�2 × C�1 is orthogonal to any element of C1 × C2.
Conversely, any element (s, t) ∈ (C1 × C2)

� satisfies (s′|t) = (s|t′) for any
elements s′ ∈ C1 and t′ ∈ C2. When s′ = 0, we have s ∈ C�2 . When t′ = 0, we
obtain t ∈ C�1 , which implies the desired argument. �

Exercise 9.10 Show that CG,1 = C�G,2.

When two subspaces C1,C2 ⊂ F
n
2 satisfy the torsion condition C1 ⊂ C�2 , the

relation C2 ⊂ C�1 holds and C1 × C2 ⊂ F
2n
2 is a self-orthogonal subspace. We call

the stabilizer code based on a self-orthogonal subspace Calderbank-Shor-Steane
(CSS) code. Lemma 9.7 guarantees that (C1×C2)

∗ is isomorphic to F
n
2/C�2 ×F

n
2/C�1 .

Due to the fact and (9.26), the dimension of the code space H0 of the CSS code can
be given as

|F2|n
|C1 × C2| =

|F2|n
|Fn

2/C�2 | · |Fn
2/C�1 |

= |C
�
2 | · |C�1 |
|F2|n . (9.31)
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In particular, when the dimensions of C�1 and C�2 over the finite field F2 are k1 and
k2, respectively, the dimension of H0 is 2k1+k2−n .

Then, given [s] ∈ C�2 /C1, we define the vector

|[s]〉 :=
∑
s′∈[s]

1√|C1| |s
′〉. (9.32)

The orthonormal basis of H0 is given by {|[s]〉}[s]∈C�2 /C1
. As a generalization of the

vector |[s]〉, we define the vector based on ([x], [y]) ∈ F
n
2/C�2 ×F

n
2/C�1 = (C1×C2)

∗
and [s] ∈ C�2 /C1 as follows.

|[s], [x], [y]〉 :=
∑
s′∈[s]

1√|C1| (−1)s
′·y|s′ + x〉. (9.33)

Then, the orthonormal basis of H([x],[y]) is given by {|[s], [x], [y]〉}[s]∈C�2 /C1
.

Example 9.6 When C1 = C2 = CG,2, the above exercise guarantees the torsion
condition CG,2 = C1 ⊂ C�2 = C�G,2 = CG,1. Hence, we can define the CSS code
with the stabilizer CG,2 × CG,2, and obtain

|[(0, 0, 0, 0, 0, 0, 0)T ], 0, 0〉
= 1√

8
(|0, 0, 0, 0, 0, 0, 0〉 + |1, 0, 1, 1, 1, 0, 1〉 + |1, 1, 0, 1, 0, 1, 0〉

+ |0, 1, 1, 0, 1, 1, 1〉 + |0, 1, 1, 1, 0, 0, 1〉 + |1, 1, 0, 0, 0, 0, 0〉
+ |1, 0, 1, 0, 0, 1, 1〉 + |0, 0, 0, 1, 1, 1, 0〉)

|[(1, 1, 1, 1, 1, 1, 1)T ], 0, 0〉
= 1√

8
(|1, 1, 1, 1, 1, 1, 1〉 + |0, 1, 0, 0, 0, 1, 0〉 + |0, 0, 1, 0, 1, 0, 1〉

+ |1, 0, 0, 1, 0, 0, 0〉 + |1, 0, 0, 0, 1, 1, 0〉 + |0, 0, 1, 1, 1, 1, 1〉
+ |0, 1, 0, 1, 1, 0, 0〉 + |1, 1, 1, 0, 0, 0, 1〉).

In particular, the encoder from C
2 to H0 is given by

|0〉 → |[(0, 0, 0, 0, 0, 0, 0)T ], 0, 0〉, |1〉 → |[(1, 1, 1, 1, 1, 1, 1)T ], 0, 0〉.

Given x ∈ F
n
2/C�2 and y ∈ F

n
2/C�1 , we choose representatives s ∈ x ⊂ F

n
2 and

t ∈ y ⊂ F
n
2. Due to Lemma 9.7, a representative of (x, y) ∈ (C1 × C2)

∗ is given by
(s, t) ∈ (x, y) ⊂ F

2n
2 . In this case, we can choose the representative s of x depending

on y. This choice can be applied to the case of representative t of y.
When the noisy channel is given by a Pauli channel, we can consider that the error

�s = (s, t) occurs with probability P(n)(�s) = P(n)(s, t). In this case, the error s for
the first part concerns about the bit basis and is called the bit error, and the error
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t for the second part concerns about the phase basis and is called the phase error.
Hence, in the case of CSS codes, we can apply error correction to the bit error and the
phase error, separately. When two errors s and t are independent of each other, i.e.,
the distribution P(n)(�s) is given as the product distribution of two distributions P(n)1

and P(n)2 on F
n
2, we can independently choose representatives sx and ty of x ∈ C∗1

and y ∈ C∗2 , and can calculate the entanglement fidelity of the quantum channel
D ◦�H0 as

F2
e (ρmix, D ◦�H0) =

∑
x∈Fn

2/C�2

∑
y∈Fn

2/C�1

∑
s′∈C1

∑
t′∈C2

P(n)((sx , ty)+ (s′, t′))

=
⎛
⎜⎝ ∑

x∈Fn
2/C�2 ,s′∈C1

P(n)1 (sx + s′)

⎞
⎟⎠

⎛
⎜⎝ ∑

y∈Fn
2/C�1 ,t′∈C2

P(n)2 (ty + t′)

⎞
⎟⎠ . (9.34)

The probability
∑

x∈Fn
2/C�2 ,s′∈C1

P(n)1 (sx + s′) realizes the maximum value when

the maximum likelihood decoder of the classical code pair C1 ⊂ C�2 is applied. The

probability
∑

y∈Fn
2/C�1 ,t′∈C2

P(n)2 (ty + t′) realizes the maximum value in the similar
case. Hence, the maximum likelihood decoder of the CCS code can be realized by the
simple combination of the both maximum likelihood decoders of the both classical
code pairs C1 ⊂ C�2 and C2 ⊂ C�1 .

Of course, even though the two errors s and t are not independent of each other, the
relation (9.34) holds as a relation for the respective marginal distributions for s and
t. In this case, when we choose the representatives by use of the correlation between
s and t, we obtain a better decoder than the decoder with independent decoding.

When P(n)1 (s) is the marginal distribution for the first part F
n
2,1 and P(n)2|1 (t|s) is

the conditional probability distribution for the second part F
n
2,2 under the condition

for the first part F
n
2,1, using P(n)2|1 (t|s), we can realize a larger (better) entanglement

fidelity than (9.34).
In this construction, we choose our decoder sx ∈ x and tx,y ∈ y as follows.

We, first, decide the representative sx ∈ x for x ∈ F
n
2/C�2 based on P(n)1 (s). Next,

we decide the representative tx,y ∈ y of y ∈ F
n
2/C�1 depending on x based on

P(n)2|1 (t|s). Then, the entanglement fidelity of the quantum channel D ◦�H0 can be
characterized as

F2
e (ρmix, D ◦�H0) =

∑
x∈Fn

2/C�2

∑
y∈Fn

2/C�1

∑
s′∈C1

∑
t′∈C2

P(n)((sx , tx,y)+ (s′, t′))
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=
∑

x∈Fn
2/C�2 ,s′∈C1

P(n)1 (sx + s′)

⎛
⎜⎝ ∑

y∈Fn
2/C�1 ,t′∈C2

P(n)2|1 (tx,y + t′|sx + s′)

⎞
⎟⎠ .

Indeed, it is easier to treat 1 minus the entanglement fidelity than the entanglement
fidelity itself because the former value corresponds to the error probability.

In the following, we consider the case when t obeys the distribution P(n)2|1 (t|sx )

and tx,y ∈ y is decided to be ty:sx , which depends on x . That is, we define ty:s :=
argmaxt∈y

∑
t′∈C2

P(n)2|1 (t + t′|s). Restricting the range of the summand for s′ to {0},
we obtain

1− F2
e (ρmix, D ◦�H0)

≤ 1−
∑

x∈Fn
2/C�2

P(n)1 (sx )

⎛
⎜⎝ ∑

y∈Fn
2/C�1 ,t′∈C2

P(n)2|1 (tx,y + t′|sx )

⎞
⎟⎠

=
⎛
⎜⎝1−

∑
x∈Fn

2/C�2

P(n)1 (sx )

⎞
⎟⎠

+
∑

x∈Fn
2/C�2

P(n)1 (sx )

⎛
⎜⎝1−

∑
y∈Fn

2/C�1 ,t′∈C2

P(n)2|1 (ty:sx + t′|sx )

⎞
⎟⎠

≤
⎛
⎜⎝1−

∑
x∈Fn

2/C�2

P(n)1 (sx )

⎞
⎟⎠

+
∑
s∈Fn

2

P(n)1 (s)

⎛
⎜⎝1−

∑
y∈Fn

2/C�1 ,t′∈C2

P(n)2|1 (ty:s + t′|s)
⎞
⎟⎠ . (9.35)

The evaluation of the entanglement fidelity can be reduced to the evaluation of the
error probability of the classical code determined by the subspace C�2 and the quotient
space C�1 /C2 in this way.
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9.3.4 Asymptotic Theory

In the following, we treat the Pauli channel given by the n-trial independent and
identical distribution Pn of the distribution P on F

2
2. Similar to the classical case, the

theory for the above channel with infinitely large n is called the asymptotic theory, in
which, we treat a sequence of codes. We treat only CSS codes, i.e., treat a sequence
{(C1,n,C2,n)} of code pairs satisfying the torsion condition. The most important
quantities in the asymptotic theory are the limit of the entanglement fidelity and the
transmission rate, which describes the asymptotic behavior of the dimension of the
quantum system to be transmitted. Since it follows from (9.31) that the dimension

of the quantum system to be transmitted is
|C�1,n |·|C�2,n |
|F2|n , the latter is given as

lim
n→∞

1

n
log
|C�1,n| · |C�2,n|
|F2|n = lim

n→∞
log |C�1,n||C�2,n|

n
− 1. (9.36)

We also require that the former converges 1.
We suppose that the first part and the second part are independent of each other

in the distribution P on F
2
2, and denote their marginal distributions by P1 and P2.

We choose R1 and R2 satisfying

R1 > H(P1), R2 > H(P2), (9.37)

and choose k1 := �(1− R1)n� and k2 := �(1− R2)n� for given n. Then, we choose a
2k1−n-universal2 code ensemble C�1,Z ,n given in Lemma 9.3, which decides the code

ensemble C1,Z ,n . Next, combining Lemmas 9.3 and 9.5, we give a 2k2−n-universal2
extended code ensemble C�2,Z ′,n of C1,Z ,n [20, 21], where the random variable Z ′

is independent of the random variable Z . The dimension of C�1,Z ,n is k1, and that

of C�2,Z ′,n is k2. Hence, the dimension of the quantum system to be transmitted is

2k1+k2−n , which implies that the transmission rate is 1− R1 − R2.
Using discussions similar to proofs of Theorems 9.1 and 9.3, we can evaluate the

expectation of right hand side of (9.35) with respect to the code ensemble as

EZ ,Z ′

⎛
⎜⎝1−

∑
x∈Fn

2/C�
2,Z ′,n

P(n)1 (sx )

⎞
⎟⎠+

⎛
⎜⎜⎜⎜⎜⎝

1−
∑

y∈Fn
2/C�1,Z ,n ,

t′∈C2,Z ′,n

P(n)2 (t + t′)

⎞
⎟⎟⎟⎟⎟⎠

≤ min
0≤s≤1

2s(k1−n)2φ(s:P
(n)
1 ) + min

0≤s≤1
2s(k2−n)2φ(s:P

(n)
2 ).

Hence, due to Condition (9.37), the above value converges zero exponentially with
respect to n. Thus, the following rate can be attained [19]:
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1− H(P1)− H(P2) = 1− H(P),

which coincides with coherent information Ic(ρmix;�[P]) given in (6.67).
On the other hand, when the first part and the second part are not independent of

each other in the distribution P on F
2
2, we can apply the same discussion to the right

hand side of (9.35). A similar discussion yields that the rate 1 − H(P) [19] can be
attained [22].

9.4 Application to Quantum Secret Communication

9.4.1 Channel to the Environment System

If we succeed in transmitting a quantum state with keeping the coherency and with-
out any error in the quantum channel, the information transmission has the perfect
secrecy [23]. However, the real quantum communication does not necessarily keep
the coherency. In order to treat the secrecy for such a case, we need to clarify how the
information is leaked to the environment system. In this subsection, when a quan-
tum channel � is given, we treat the quantum channel whose output is the quantum
state leaked to the environment system of the given quantum channel �. For this
purpose, we consider the Stinespring representation (5.71) of the quantum channel
�, in which, HE is the environment system, ρE is the initial pure state in the envi-
ronment system, and U is the unitary evolution of the composite system H ⊗HE.
Then, the information leaked to the environment system can be given by the quantum
channel to the environment system �E(ρ) := TrH Uρ⊗ ρEU †. Note that the quan-
tum channel �E does not depend on the choice of Stinespring representation. That
is, the quantum channel to the environment system based on a different Stinespring
representation is given by addition of isometry to the quantum channel to the original
environment system.

Then, applying the Kraus representation {Fm}, we can characterize�E as follows
because U =∑

m Fm |m〉.

�E(ρ) =
∑
m,m′

(Tr FmρF†
m′)|m〉〈m′|. (9.38)

Then, due to (9.38), the quantum channel�[P(n)]E to environment system of the
given Pauli channel �[P(n)] is given by use of the basis |�sa〉 of environment system
as follows

�[P(n)]E(ρ) =
∑
�sa ,�sb

√
P(n)(�sa)

√
P(n)(�sb)[Tr Wn(�sa)ρWn(−�sb)]|�sa〉〈�sb|.

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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When the input state is given by a bit base |s〉, we obtain Wn(�sa)|x〉 = (−1)t·x
|x+s〉, where �sa = (s, t). Hence, we can characterize the output state of the quantum
channel �[P(n)]E to the environment system as

�[P(n)]E(|x〉〈x|) =
∑
�sa ,�sb

√
P(n)(�sa)

√
P(n)(�sb)〈x|Wn(−�sb)W

n(�sa)|x〉|�sa〉〈�sb|

=
∑

s,t,s′,t′

√
P(n)(s, t)

√
P(n)(s′, t′)(−1)(t−t′)·x〈x+ s′|x+ s〉|(s, t)〉〈(s′, t′)|

=
∑
s,t,t′

√
P(n)(s, t)

√
P(n)(s, t′)(−1)(t−t′)·x|(s, t)〉〈(s, t′)|

=
∑

s
P(n)1 (s)

∑
t,t′

√
P(n)2|1 (t|s)

√
P(n)2|1 (t′|s)(−1)(t−t′)·x|(s, t)〉〈(s, t′)|

=
∑

s
P(n)1 (s)ρE,s(x),

where ρE,s(x) :=∑
t,t′

√
P(n)2|1 (t|s)

√
P(n)2|1 (t′|s)(−1)(t−t′)·x|(s, t)〉〈(s, t′)|.

Finally, we introduce the coherent information Ic(ρ;�) as the quantity
describing the amount of the coherency kept by the quantum channel. We treat
the coherency of the channel �, here because the channel �E to the environment
system is closely related to it. Let the input system of � be HA, the output system
be HB, the state on the input system HA be ρ, and the purification of ρ by extending
the input system from HA to HA ⊗ HR be |�〉. That is, |�〉 is the pure state on
HA ⊗ HR satisfying TrR |�〉〈�| = ρ. Then, the coherent information is given by
Ic(ρ;�) := H(�(ρ))− H(�⊗ IR(|�〉〈�|)) [24].

Using the Stinespring representation U, ρE of the channel � (ρE is a pure state),
we obtain H(TrBR U ⊗ I (|�〉〈�| ⊗ ρE )U † ⊗ I ) = H(� ⊗ IR(|�〉〈�|)) because
U ⊗ I (|�〉〈�| ⊗ ρE )U † ⊗ I is the purification of the state � ⊗ IR(|�〉〈�|) on
the system HB ⊗HE . Since TrBR U ⊗ I (|�〉〈�|)U † ⊗ I = TrB UρU † = �E(ρ),
we have Ic(ρ;�) = H(�(ρ))− H(�E(ρ)). In particular, when ρ is the completely
mixed state ρmix and � is a Pauli channel �[P(n)], we obtain Ic(ρmix;�[P(n)]) =
n − H(P(n)) because of

H(�E(ρmix)) = H(P(n)). (9.39)

Exercise 9.11 Show (9.39).

9.4.2 Leaked Information Without Privacy Amplification

In general, it is not easy to know what amount information the eavesdropper obtains
from the information leaked to the environment system. Hence, we need to discuss
the secrecy by assuming that the eavesdropper obtains all of the information leaked
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to the environment system of the channel�. In the following, we evaluate the leaked
information. For this purpose, we give a framework for discussing the secrecy of the
respective channel, quantitatively.

The information leaked to the eavesdropper can be evaluated by the correlation
between the input and output systems of the channel�E to the environment system.
The first criterion is the Holevo mutual information given in (6.60). When the state
|x〉 is generated in the input system with probability Q(n)(x), the quantum state
of the diagonal elements of the eavesdropper’s average state

∑
x Q(n)(x)ρE,s(x) is∑

t P(n)2|1 (t|s)|(s, t)〉〈(s, t)|. Hence, due to (2) of Exercise 5.12, we have

H(
∑

x

Q(n)(x)ρE,s(x))) ≤ H(
∑

t

P(n)2|1 (t|s)|(s, t)〉〈(s, t)|), (9.40)

where the equality holds when Q(n) is the uniform distribution.
Since ρE,s(x) is a pure state, the Holevo mutual information is calculated as

I (Q(n);�E) := H(�E(
∑

x
Q(n)(x)|x〉〈x |))−

∑
x

Q(n)(x)H(�E(|x〉〈x |))

= H(
∑

x
Q(n)(x)

∑
s

P(n)1 (s)ρE,s(x))−
∑

x
Q(n)(x)H(

∑
s

P(n)1 (s)ρE,s(x))

=
∑

s
P(n)1 (s)(− log P(n)1 (s)+ H(

∑
x

Q(n)(x)ρE,s(x)))

−
∑

x
Q(n)(x)

∑
s

P(n)1 (s)(− log P(n)1 (s)+ H(ρE,s(x)))

≤
∑

s
P(n)1 (s)(− log P(n)1 (s)+ H(

∑
t

P(n)2|1 (t|s)|(s, t)〉〈(s, t)|
∑

x
Q(n)(x)ρE,s(x)))

−
∑

x
Q(n)(x)

∑
s

P(n)1 (s)(− log P(n)1 (s)+ H(ρE,s(x)))

=
∑

s
P(n)1 (s)H(

∑
t

P(n)2|1 (t|s)|(s, t)〉〈(s, t)|). (9.41)

Theorem 9.4 [21, 25] Let Xn
1 and Xn

2 be the random variables of the first and second
parts of F

2n
2 , and HP(n) (X

n
2 |Xn

1 ) be the conditional entropy under the probability
distribution P(n). Then, the distribution Q(n) for the input satisfies

I (Q(n);�[P(n)]E) ≤ HP(n) (X
n
2 |Xn

1 ) ≤ HP(n) (X) = H(P(n)2 ). (9.42)

The equality in the first inequality holds when Q(n) is the uniform distribution Pmix.

Applying Inequality (6.45) to the random variable Xn
2 , we obtain

H(P(n)2 ) ≤ (1− P(n)2 (0))n + h(1− P(n)2 (0)). (9.43)

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Theorem 9.4 implies

I (Q(n);�[P(n)]E) ≤ (1− P(n)2 (0))n + h(1− P(n)2 (0)). (9.44)

Due to this inequality, we can evaluate the information leaked to the eavesdropper
by the error probability 1− P(n)2 (0) with respect to the phase basis.

Proof of Theorem 9.4 Using (9.41), we have

I (Q(n);�E) ≤
∑

s

P(n)1 (s)H(
∑

t

P(n)2|1 (t|s)|(s, t)〉〈(s, t)|)

= HP(n) (X
n
2 |Xn

1 ) ≤ HP(n) (X
n
2 ) = H(P(n)2 ),

where the final inequality follows from (6.39). The equality condition can be obtained
from the equality condition of (9.40). �

Now, we define states ρAE, ρA, and ρE as

ρAE :=
∑

x

Q(n)(x)|x〉〈x | ⊗�E(|x〉〈x |), ρA := TrE ρAE, ρE := TrA ρAE.

Then, the Holevo mutual information I (Q(n);�E) is given as the quantum relative
entropy D(ρAE‖ρA⊗ρE) between the real composite state ρAE and the product state
ρA ⊗ ρE of reduced densities.

Based on the fact, as another criterion, we consider the trace norm of the difference
between ρAE and ρA ⊗ ρE as follows.5

d1(Q
(n) : �E) := ‖ρAE − ρA ⊗ ρE‖1

=
∑

x

Q(n)(x)‖�E(|x〉〈x |)−�E(
∑

x

Q(n)(x)|x〉〈x |)‖1. (9.45)

Taking the maximum for the trace norm, we obtain the following criteiron.

d1,max(Q
(n) : �E) := max

x,x ′:Q(n)(x)>0
‖�E(|x〉〈x |)−�E(|x ′〉〈x ′|)‖1.

This quantity represents the best situation for the eavesdropper. Then, the following
theorem holds.6

5 Renner [26] proposed the criterion ‖ρAE − ρmix ⊗ ρE‖1 so called universal composability, in
which, the reduced density ρA is replaced by the completely mixed state ρmix. In our case, since ρA
is the completely mixed state, both criteria coincide with each other.
6 An evaluation formula slightly different from Theorem 9.5 is known [27].

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Theorem 9.5

d1(Pmix : �[P(n)]E) ≤ 3
√

1− P(n)2 (0) (9.46)

d1,max(Q
(n) : �[P(n)]E) ≤ 4

√
1− P(n)2 (0). (9.47)

Proof of Theorem 9.5 Since the matrix of the diagonal elements of ρE,s(x) is∑
t P(n)2|1 (t|s)|(s, t)〉〈(s, t)|, applying (A. 59) to the case of Ei = |(s, 0)〉〈(s, 0)|, we

obtain

‖ρE,s(x)−
∑

t

P(n)2|1 (t|s)|(s, t)〉〈(s, t)|‖1 ≤ 3
√

1− P(n)2|1 (0|s). (9.48)

Applying Jensen inequality (A.31) to the concave function x �→ √x , and taking the
expectation with respect to s, we obtain (9.46) when Q(n) = Pmix.

Since trace distance d(A, B) := 1
2‖A − B‖1 satisfies the axiom of the distance,

applying (A.48) to the same case as the above, we obtain

‖ρE,s(x)− ρE,s(x
′)‖1

≤‖ρE,s(x)− P(n)2|1 (0|s)|(s, 0)〉〈(s, 0)|‖1
+ ‖P(n)2|1 (0|s)|(s, 0)〉〈(s, 0)| − ρE,s(x

′)‖1
≤ 4

√
1− P(n)2|1 (0|s).

Applying Jensen inequality (A.31) to the concave function x �→ √x , and taking the
expectation with respect to s, we obtain (9.47). �

In the case of Pauli channels, the information leaked to the environment system
can be evaluated by error probability 1− P(n)2 (0) concerning the phase basis.

This type evaluation can be extended to the case of a general quantum channel�
as follows. We define the twirled channel � of the quantum channel � as

�(ρ) :=
∑
�s∈F2n

2

1

|F2n
2 |

Wn(−�s)�(Wn(�s)ρWn(�s)†)Wn(−�s)†. (9.49)

Then, the quantum channel� is a Pauli channel. Hence, we can choose a probability
distribution P(n) such that � = �[P(n)]. The following theorem holds for the
probability distribution P(n) [22, 28, 29].

Theorem 9.6 The twirled channel �[P(n)] for any general quantum channel �
satisfies

I (Pmix;�E) ≤ H(P(n)2 ) ≤ (1− P(n)2 (0)) log |Fn
2| + h(P(n)2 (0)) (9.50)
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d1(Pmix : �E) ≤ 3
√

1− P(n)2 (0). (9.51)

In the above case, when the message to be transmitted obeys the uniform
distribution, we obtain an evaluation similar to the case of Pauli channels under
the criteria I (Pmix;�E) and d1(Pmix : �E). However, when we adopt the criterion
d1,max(Pmix : �E), which focuses on the best situation for the eavesdropper, we
cannot obtain a similar evaluation.

9.4.3 Leaked Information With Privacy Amplification

When the error probabilities with respect to the bit and phase bases are sufficiently
small for a given quantum channel �, a reliable and confidential communication
with small error and small leaked information is available. However, when these
error probabilities are large in a given quantum channel �, and we use the channel
� directly, our communication is not reliable or confidential, i.e., it might have a
large error probability and be leaked to the third party. However, if we correct the
errors in the bit and phase bases by applying quantum error correction explained in
Sect. 9.3.2, we obtain a reliable and confidential communication with small error and
small leaked information. In this scenario, the leaked information can be evaluated by
the error probability in the phase basis of the quantum channel obtained by application
of quantum error correction to the original quantum channel.

When a quantum channel is given as a Pauli channel �[P(n)], we apply the
quantum error correction by the CSS code based on the classical code pair C2 and
C1 satisfying the torsion condition. Then, we consider the decoder D based on the
representative (s[x], t[x],[y]) of ([x], [y]) ∈ F

n
2/C�2 × F

n
2/C�1 = (C1 × C2)

∗. In this
case, we can define the code space H([x],[y]) depending on the element ([x], [y]) ∈
F

n
2/C�2 ×F

n
2/C�1 = (C1×C2)

∗. The bit basis of the code space H([x],[y]) is generated
by the vectors |[s], [x], [y]〉, which depends on [s] ∈ C�2 /C1. When the input state
is a bit base of the code space H([x],[y]), we define two output states as follows.

W[x],[y]([s]) :=�[P(n)]E(|[s], [x], [y]〉〈[s], [x], [y]|)
Ŵ[x],[y]([s]) :=(D ◦�[P(n)])E(|[s], [x], [y]〉〈[s], [x], [y]|).

The former represents the eavesdropper’s state when the eavesdropper can access
only the environment system of the channel�[P(n)]. The latter represents the eaves-
dropper’s state when the eavesdropper can access the environment system of the
decoder D as well as the environment system of �[P(n)]. The latter is not real-
istic, but can be easily treated by the discussion in Sect. 9.4.2 because the channel
D◦�[P(n)] is the Pauli channel defined by the probability distribution P(n){J +N },
as is mentioned in Sect. 9.3.2. Further, since the latter has wider accessibility than the
former, the amount of information leaked to the latter is larger than that to the former.
That is, the environment system of the channel D ◦�[P(n)] is written as HE ⊗HD
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Fig. 9.4 Virtual receiver and
virtual eavesdropper
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when the environment system of the decoder D is HD and the environment system
of the channel �[P(n)] is HE, which can be operated by the eavesdropper. Thus,
the above argument is a conclusion obtained mathematically from the information
processing inequality with respect to the partial trace for HD . The situation can be
easily understood by considering the virtual receiver, the virtual eavesdropper, and
the stronger eavesdropper, as is explained in Fig. 9.4. That is, the above argument
can be summarized as the Holevo mutual information I (Q;W[x],[y]) between the
eavesdropper and the transmitted message in bit basis subject to the distribution Q
on C�2 /C1 in the following inequality (9.52).

I (Q;W[x],[y]) ≤ I (Q; Ŵ[x],[y]) (9.52)

≤H(P(n){J + N }2) (9.53)

≤(1− P(n){J + N }2(0)) log dim H[x],[y] + h(P(n){J + N }2(0)), (9.54)

where (9.53) follows from the application of Theorem 9.4 to the case of N = C1×C2
and J = {(s[x], t[x],[y])}([x],[y])∈N∗ . Inequality (9.54) follows from Inequality (9.43)
for the binary entropy h(p).

When we define J2,[x] := {t[x],[y]}[y], the probability P(n){J + N }2(0) is the
probability that no error occurs in the phase basis with the quantum error correction,
and is calculated as

P(n){J + N }2(0) =
∑

[x]∈Fn
2/C�2

P(n)1 ([x])P(n)2|1 (J2,[x] + C2|[x]). (9.55)

Then, Theorem 9.5 and the information processing inequality yield that

d1(Pmix : W[x],[y]) ≤ d1(Pmix : Ŵ[x],[y]) ≤ 3
√

1− P(n){J + N }2(0) (9.56)

d1,max(Q : W[x],[y]) ≤ d1,max(Q : Ŵ[x],[y]) ≤ 4
√

1− P(n){J + N }2(0). (9.57)
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Hence, when we choose our quantum error correcting code so that the probability
1−P(n){J +N }2(0) is sufficiently small, we obtain a reliable communication whose
secrecy is guaranteed.

However, in order to perform quantum error correction, we need a quantum
operation, which requires a large amount of cost. When the quantum channel is
given as a Pauli channel �[P(n)], applying the classical error correction with the
privacy amplification based on the code pair C1 ⊂ C�2 in F

n
2 explained in Sect. 9.2.5,

we can guarantee the security that is equivalent with the security based on the above
quantum error correcting code by the CSS code [30]. For a given [x] ∈ F

n
2/C�2 and

[s] ∈ C�2 /C1, we consider the case when Alice generates an element s′ ∈ [x + bx]
with equal probability. In this case, Eve receives the averaged state

Wmix,[x](s) :=
∑
s′∈[s]

1

|C1|�[P
(n)]E(|s′ + x〉〈s′ + x|).

When [x] = [0], the averaged state Wmix,[0](s) has another mixture form as follows

Wmix,[0](s) =
∑

[y]∈Fn
2/C�1

1

|C2|W[0],[y]([s]).

Then, using the joint convexity of quantum relative entropy and the trace distance
((iv) of Lemma 5.5 and (ii) of Lemma 5.9), we can evaluate the information of the
classical-quantum channel Wmix,[0] from Alice to Eve, which can be regarded as the
leaked information to Eve [21, 27].

I (Q;Wmix,[0]) ≤
∑

[y]∈Fn
2/C�1

1

|C2| I (Q : W[0],[y])

d1(Q : Wmix,[0]) ≤
∑

[y]∈Fn
2/C�1

1

|C2|d1(Q : W[0],[y])

d1,max(Q : Wmix,[0]) ≤
∑

[y]∈Fn
2/C�1

1

|C2|d1,max(Q : W[0],[y]).

Thus, due to (9.52), (9.54), (9.56), and (9.57), the respective right hand sides can be
upperly bounded by the right hand sides of (9.54), (9.56), and (9.57).

Now, we define

δP(n)[[C1 × C2]] := 1− max
J={�sx }x∈(C1×C2)

∗
P(n){J + C1 × C2}2(0) (9.58)

for a given code pair C1 ⊂ C�2 in F
n
2. Then, the following theorem holds.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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Theorem 9.7 When we apply the classical error correction with the privacy ampli-
fication based on the code pair C1 ⊂ C�2 in F

n
2 to the Pauli channel �[P(n)], the

following relation holds for an arbitrary probability distribution Q on the input
system C�2 /C1.

I (Q;Wmix,[0]) ≤ δP(n)[[C1 × C2]] log dim H0 + h(δP(n)[[C1 × C2]])
d1(Q : Wmix,[0]) ≤ 3

√
δP(n)[[C1 × C2]]

d1,max(Q : Wmix,[0]) ≤ 4
√
δP(n)[[C1 × C2]].

On the other hand, similar to the case of a Pauli channel, we define the output
states W[x],[y]([s]) and Wmix,[x](s) for the environment system of the general quantum
channel �. Then, we can show the following theorem by using Theorem 9.6 [22].

Theorem 9.8 When we denote the twirled channel of a general quantum channel�
by �[P(n)], we obtain

∑
[x]∈Fn

2/C�2

1

|C2| I (Q;Wmix,[x]) ≤ δP(n)[[C1 × C2]] log dim H0

+ h(δP(n)[[C1 × C2]]) (9.59)∑
[x]∈Fn

2/C�2

1

|C2|d1(Pmix : Wmix,[x]) ≤3
√
δP(n)[[C1 × C2]]. (9.60)

Since (C1 × C2)
∗ is isomorphic to F

n
2/C�2 × F

n
2/C�1 , assuming that �sx,y has the

form (sx , ty) for (x, y) ∈ F
n
2/C�2 × F

n
2/C�1 , we have the following from (9.55).

P(n){{(sx , ty)}(x,y)∈Fn
2/C�2 ×F

n
2/C�1
+ C1 × C2}2(0)

= P(n)2 ({ty}y∈Fn
2/C�1
+ C2). (9.61)

because the probability distribution of the second input of
P(n){{(sx , ty)}(x,y)∈Fn

2/C�2 ×F
n
2/C�1
+ C1 × C2} can be characterized by the distrib-

ution P(n)2 of the second input.
Hence, comparing the range of the maximization with respect to

J = {�sx }x∈(C1×C2)∗ , we obtain the inequality

δP(n) [[C1 × C2]] ≤ 1− max
J2={ty}y∈Fn

2/C�1
P(n)2 (J2 + C2) = δP(n)2

[C�1 /C2]. (9.62)

When the errors in the bit and phase bases are independent in the probability
distribution P(n), even when the representative �s(x,y) has the general form (sx,y, tx,y),
Relation (9.55) yields

P(n){{(sx,y, tx,y)}(x,y)∈Fn
2/C�2 ×F

n
2/C�1
+ C1 × C2}2(0)
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=
∑

x∈Fn
2/C�2

P(n)1 (x)P(n)2 ({tx,y}y∈Fn
2/C�1
+ C2), (9.63)

which implies the equality in (9.62).
On the other hand, when we know only the marginal distribution P(n)2 and do not

know the correlation between the bit and phase bases while there exists a stochastic
correlation between both bases, we can evaluate only δP(n) [[C1×C2]]. However, since
Relation (9.62) holds, we can use the formulas (9.59) and (9.60) with substituting
δ

P(n)2
[C�1 /C2] into δP(n)[[C1 × C2]].

In the following, we consider a more practical setting, in which, we can perform
only operations for the bit basis. The code C�2 is used for the error correction in the
bit basis and the subcode C1 is used for the privacy amplification in the bit basis.

For the error correction, we need to use a code whose encoding and decoding
algorithms have been established because the code for the error correction has the
problem of the decoding complexity. However, we do not have to consider the decod-
ing time for the code C1 for the privacy amplification. Hence, we choose an m-
dimensional code ensemble for C1 such that the dual code C�1 is a 2−m-universal2
extended code ensemble of C2. The above code ensemble of C1 is denoted by C1,Z .
Then, Theorem 9.3 yields

EZδP(n)2
[C�1,Z/C2] ≤ min

0≤s≤1
2φ(s:P

(n)
2 )−m,

which enables us to evaluate the average performance.7

9.5 Application to Quantum Cryptography (Quantum Key
Distribution)

Thanks to the previous discussion, when the bit and phase error rates are known,
we can realize secure and reliable communication by applying the classical error
correction and the privacy amplification. However, it is difficult to guarantee that
the phase error rate is less than a certain level. Quantum key distribution (QKD)
is a protocol enabling us to check that the phase error rate of the communication
channel is less then a given threshold. Hence, the protocol enables two distinct
parties to securely share secret random number. The most fundamental QKD protocol
is the attachment of the classical error correction and the privacy amplification to
BB84 protocol proposed by Bennett and Brassard in 1984 [31]. In this book, we
identify quantum cryptography with quantum key distribution because we do not
treat any quantum cryptographic except for quantum key distribution while quantum
cryptography means all of cryptographic protocols based quantum system, in general.

7 As another method for the security analysis, the method based on the universal2 property of the
Hash function is knwon [26].



9.5 Application to Quantum Cryptography (Quantum Key Distribution) 265

First, we describe a QKD protocol given as an attachment of the classical error
correction and the privacy amplification to the original BB84 protocol, which is
called modified BB84 protocol [30, 32, 33].

(1) Transmission: Alice (sender) randomly selects the bit or phase basis
with probability 1

2 , randomly chooses a bit 0 or 1, and
decides the state with the the selected basis. Then, she
sends the state via the quantum channel. She repeats the
process many times.

(2) Reception: Bob (receiver) randomly selects the bit or phase basis
with probability 1

2 , and performs the measurement cor-
responding to the selected basis. Then, he obtains a ran-
dom bit 0 or 1. He also repeats the process many times.

(3) Basis matching: Alice and Bob exchange their basis via the public chan-
nel. They keep the bits corresponding to the matched
bases,8 and discard the remaining bits.

(4) Error estimation: Alice randomly chooses check bits with the ratio α
among the matched bases with respect to the both bases.
She sends Bob what bits correspond to the check bits via
the public channel. Alice and Bob exchange the check
bits via the public channel. They estimate the bit error
rate pbit and the phase error rate pphase.

(*) In the following, we describe the protocols for error cor-
rection and privacy amplification. While steps (5) and
(6) deal with the bit basis, we apply the same process
to the phase basis after steps (5) and (6). We call the
obtained bits in the bit basis the raw keys and denote
their length by n. We denote Alice’s and Bob’s raw keys
by s and s′.

(5) Error correction: Alice and Bob choose a classical code C�2 in F
n
2 that cor-

rects the error between s and s′ dependently of the esti-
mated bit error rate pbit. They prepare a set of representa-
tives {s2[s]}[s]∈Fn

2/C�2
, which will be used for the decoding

of the code space C�2 . They also prepare another set of
representatives {s1[s]}[s]∈Fn

2/C�2
. They exchange the infor-

mations [s], [s′] in the quotient space F
n
2/C�2 via the

public channel. Alice obtains the element x := s − s1[s]
in C�2 , and Bib obtains the element x′ := s′−s1[s]−s2

[s′−s]
in C�2 .

(6) Privacy amplification Alice and Bob choose a subspace C1 of C�2 such that
the code pair C�1 /C2 can correct the error subject to

the probability distribution P(n)2 . Alice and Bob keep

8 In this book, when Alice’s basis is the same as Bob’s basis, the basis is called matched.
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the elements [x], [x′] in the quotient space C�2 /C1 as
the final keys, respectively.

Here, since the representatives {s2[s]}[s]∈Fn
2/C�2

are used for error correction, they
choose them by taking into account the complexity so that the error probability is
sufficiently small. On the other hand, since the other representatives {s1[s]}[s]∈Fn

2/C�2
are used for transforming s to the element s− s1[s] of C�2 , the error probability does
not depend on their choice. Hence, they can choose them with small complexity.
Due to the above discussion, they need to choose the code C2 with representa-
tives {s2[s]}[s]∈Fn

2/C�2
whose complexity is sufficiently small. Since the code space C1

does not require the decoding, they can randomly choose C1 under the condition that
C2 ⊂ C�1 . More concretely, they choose C�1 as an ε-universal2 extended code ensem-
ble of C2 [6, 27].

When � is the quantum channel transmitting the n raw keys, the security of the
obtained final keys is equivalent with the security of the message transmitted via the
quantum channel�, which is evaluated by Theorem 9.8 [30]. Hence, when�[P(n)]
is the twirled channel of�, the security can be guaranteed by use of (9.59) and (9.60)
based on the probability distribution P(n). The process for estimating P(n) is Step (4)
Error estimation. In the method, it is impossible to estimate the correlation between
the phase error and the bit error even though there exists a stochastic correlation
between both errors. However, due to (9.62), the security can be evaluated by (9.59)
and (9.60) with replacing δP(n)[[C1 × C2]] by δ

P(n)2
[C�1 /C2].

When C1 is chosen from the above ensemble, the average performance can be
evaluated as follows. The right hand sides of (9.59) and (9.60) are convex functions for
δ

P(n)2
[C�1 /C2]. Letting W E(x) be the eavesdropper’s state corresponding to Alice’s

final key x and Q be the probability distribution of Alice’s final key x, we obtain the
following inequality from (9.59)

EC1 I (Q,W E) ≤ (EC1δP(n)2
[C�1 /C2]) log d + h(EC1δP(n)2

[C�1 /C2]), (9.64)

where d is the size of the final keys. When Alice chooses the bits subject to the
uniform distribution in Step (1) Transmission, Alice’s final key x obeys the uniform
distribution Pmix. Then, due to (9.60), we obtain

EC1 d1(Pmix,W E) ≤ 3
√

EC1δP(n)2
[C�1 /C2]. (9.65)

On the other hand, the above evaluation cannot be applied to the criterion
EC1 d1,max(Pmix,W E), which describes the best case for the eavesdropper. Hence,
we need a little modification. That is, Alice generates the bit subject to the uniform
distribution in Step (1): Transmission, and modifies Step (5) Error correction as
follows. We call the protocol obtained from the modification BB84 protocol with
twirling modification [21, 27].
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(5)′ Error correction Alice and Bob generate random numbers from s and s′ in the
following way, respectively. Alice generates other random
numbers x ∈ C�2 , and sends y := x− s via public channel to
Bob. Bob performs the error correction to y+ s′ = x− s+ s′,
and obtains the random numbers x′ ∈ C�2 .

We denote the quantum channel transmitting the n bits raw keys by�. The eaves-
dropper’s information for x ∈ F

n
2 in the above modified protocol coincides with that

of the following protocol. This fact can be shown because the state in the bit basis is
invariant with respect to the action of the unitary Wn(s, 0).

Protocol A Alice generates the random number x subject to the uniform distrib-
ution on C�2 , and the random numbers y and z subject to the uniform
distribution on F

n
2. She sends Bob y and z via the public channel. She

sets the initial state to be |x〉, and operates the unitary Wn(−y,−z) to
the initial state. Then, she sends Bob the quantum state via the quantum
channel �. Bob receives the output state of the quantum channel �,
operates the unitary Wn(y, z) to the output state, measure it with the
bit basis, and obtains the bit sequence x′′. Finally, Bob applies error
correction to the bit sequence x′′, and obtains the bit sequence x′ ∈ C�2 .

In the above Protocol A, Alice’s operation is equivalent with the operation sending
the bit sequence x ∈ C�2 via the twirled channel �[P(n)] of the quantum channel �
[19, 27].

If the eavesdropper can control the environment systems of the quantum channel
� and knows the choice of (y, z), the eavesdropper’s information coincides with
the information in the environment system of the Pauli quantum channel �[P(n)].
Hence, since the security analysis of BB84 protocol with twirling modification can
be reduced to that of Protocol A, it can be reduced to the security analysis of Pauli
channel �[P(n)], and can be analyzed by the formula (9.47). Hence, letting Q be
the probability distribution of Alice’s final keys x, we obtain the following relation
from the concavity of the right hand side of (9.47) [27].

EC1 d1,max(Q : W E) ≤ 4
√

EC1δP(n)2
[C�1 /C2].

The true distributions P(n)1 and P(n)2 are sufficiently close to the n-trial indepen-
dent and identical distributions of (1− pbit, pbit) and (1− pphase, pphase), which are
estimated by Step (4) Error estimation. Thus, in order that EC1δP(n)2

[C�1 /C2] con-

verges to 0, due to discussions in Sect. 9.3.4, it is asymptotically enough to choose
the size of C1 to be 2nh(pphase). If they could choose an ideal code for the code C�2
for error correction, it is enough for correcting errors to choose the size of C�2 to
be 2nh(pbit). Hence, it is possible to attain the asymptotic secure key generation rate
1− h(pbit)− h(pphase).

However, in the real setting, it is impossible to make a code with infinitely many
n. Hence, we need to evaluate the right hand side of (9.64) and (9.65) with a finite



268 9 Quantum Error Correction and Quantum Cryptography

n. Such an analysis is called finite size security and have been studied recently. For
this analysis, we need to evaluate the relation between the true distributions P(n)1 and

P(n)2 and the distribution obtained by Step (4) Error estimation. This evaluation
requires very complicated discussion based on hypergeometric distribution [21, 34].
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Appendix A
Foundations of Linear Algebra and Basic
Mathematics

A.1 Symbols

• C, R, Z, N are the sets of complex, real, integer, and natural numbers, respectively.
• The absolute value, complex conjugate, real part, and imaginary part of a complex

number c are denoted by |c|, c, Re c, Im c, respectively.
• We use ∀, ∃, and ∃1 to mean “for all”, “there exists”, and “there uniquely exists”,

respectively. We sometimes omit the symbol ∀ when it is clear from the context.
For statements A and B, A ⇒ B (or B ⇐ A) means that the statement A implies
statement B; A ⇔ B means that A and B are equivalent; A s.t. B means A
satisfying B where s.t. is the abbreviation of “such that”.

• A := B, B =: A, and A
def⇔ B mean that A is defined by B.

• For sets X,Y , the direct product is X × Y := {(x, y) | x ∈ X, y ∈ Y }.

A.2 Hilbert Space and Linear Operators

In this appendix, we review a vector space, especially Hilbert space, and linear
operators on it, which are necessary for the study of quantum information science in
a logically closed manner as much as possible.

A.2.1 Vector Space

Let K be R (the set of real numbers) or C (the set of complex number).1 We call V
a vector space (or a linear space) if V entails two operations, the addition |ψ〉, |φ〉 ∈

1 Though K can be any field, but for the moment, it is enough to restrict it to R or C. See Sect. A.7
for a vector space on a finite field.
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V → |ψ〉 + |φ〉 ∈ V and the scalar multiplication |ψ〉 ∈ V, a ∈ K → a · |ψ〉 ∈ V
that satisfy the following properties (v1)–(v8)2:

(v1) |ψ〉 + |φ〉 = |φ〉 + |ψ〉 (commutative law),
(v2) |ψ〉 + (|φ〉 + |ξ〉) = (|ψ〉 + |φ〉)+ |ξ〉 (associative law),
(v3) ∃1 |θ〉 ∈ V s.t. ∀|ψ〉 ∈ V, |ψ〉 + |θ〉 = |ψ〉 (existence of the zero element),3

(v4) ∀|ψ〉 ∈ V , ∃1 |ξ〉 ∈ V s.t. |ψ〉 + |ξ〉 = |θ〉 (existence of the inverse element)4

(v5) a · (b · |ψ〉) = (ab) · |ψ〉 (associative law),
(v6) 1 · |ψ〉 = |ψ〉,
(v7) a · (|ψ〉 + |φ〉) = a · |ψ〉 + b · |φ〉 (distributive law 1),
(v8) (a + b) · |ψ〉 = a · |ψ〉 + b · |ψ〉 (distributive law 2),

where a, b ∈ K. V is called a real (or complex) vector space if K = R (or K = C).
Elements of V and K are called a vector and a scalar, respectively. |θ〉 in (v3) is
called the zero vector and is simply denoted by |θ〉 = 0. |ξ〉 in (v4) is called the
inverse vector of |ψ〉, and is denoted by −|ψ〉. We omit the symbol “·” for the scalar
multiplication.

Exercise A.1 Show that for all elements |ψ〉 of a vector space V , 0 · |ψ〉 = 0 and
−1 · |ψ〉 = −|ψ〉.

In the following, |ψ〉, |φ〉, |ξ〉, . . . always represent vectors while a, b, c, x, y, z
represent scalars, and d, k, l,m, n represent natural numbers.

Example A.1 Let K
d be the set of all the column vectors |ψ〉 =

⎛
⎜⎝

x1
...

xd

⎞
⎟⎠ =

(x1, . . . , xd)
T with xi ∈ K. We can introduce an addition and a scalar multipli-

cation on K
d by

⎛
⎜⎝

x1
...

xd

⎞
⎟⎠ +

⎛
⎜⎝

y1
...

yd

⎞
⎟⎠ =

⎛
⎜⎝

x1 + y1
...

xd + yd

⎞
⎟⎠ , a

⎛
⎜⎝

x1
...

xd

⎞
⎟⎠ =

⎛
⎜⎝

ax1
...

axd

⎞
⎟⎠ . (A.1)

It is easy to show that K
d is a vector space where the zero vector 0 = (0, . . . , 0)T

and the inverse vector of |ψ〉 = (x1, . . . , xd)
T is −|ψ〉 = (−x1, . . . ,−xd)

T . (The
reader should check all the properties (v1)− (v8).)

By applying the associative law of the addition (v2) repeatedly, the addition of
more than two vectors is defined irrespective of the order of the addition. For subsets

2 See Sect. 2.2.2 for the notation of vector.
3 ∃1 means that there uniquely exists. You can remove the uniqueness here as it automatically
follows.
4 The uniqueness of the inverse element also automatically follows.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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{|ψi 〉}n
i=1 ⊂ V and {ai }n

i=1 ⊂ K, the element
∑n

i=1 ai |ψi 〉 := a1|ψ1〉+ · · · an|ψn〉 ∈
V is called linear combination of {|ψi 〉}n

i=1. If a nonempty subset W of V is closed
under the addition and the scalar multiplication, i.e., ∀|ψ〉, |φ〉 ∈ W, a ∈ K, |ψ〉 +
|φ〉 ∈ W, a|ψ〉 ∈ W , W is called a subspace of V . A subspace W is a vector space
with the addition and the scalar multiplication of V . The linear span of a subset
X ⊂ V is the set of all the linear combinations of the elements of X , and is denoted
by spanX := {∑i ai |ψi 〉 | ai ∈ K, |ψi 〉 ∈ X}.

A set of vectors {|ψi 〉}n
i=1 is called linearly independent if

∑n
i=1 ai |ψi 〉 = 0 ⇒

∀i, ai = 0; Otherwise, it is called linearly dependent. A vector space V is called
finite-dimensional if there is an upper bound of the number of linearly independent
vectors, and the maximum number is called the dimension and is denoted by dim V .
In the following, we assume that V is a finite-dimensional vector space, i.e., d :=
dim V <∞. A set of vectors {|ψi 〉}n

i=1 is called complete (or the generating system
of V ) if any vector |φ〉 ∈ V is written by a linear combination of {|ψi 〉}n

i=1; ∃ai ∈ K,
s.t. |φ〉 = ∑n

i=1 ai |ψi 〉. This is equivalent to span {|ψi 〉}n
i=1 = V . Moreover, {|ψi 〉}n

i=1
is called a basis of V if it is linearly independent and complete. One can show that
a set of d linearly independent vectors is a basis.5 This also implies the existence
of a basis for d-dimensional vector space. Conversely, if {|ψi 〉}n

i=1 is a basis of d-
dimensional vector space V , then d = n.6

Exercise A.2 Let {|ψi 〉}d
i=1 be a basis of a vector space V . For any |ψ〉 ∈ V , show

that coefficients ai of the expansion |ψ〉 = ∑
i ai |ψi 〉 are uniquely determined.

Exercise A.3 Given a linearly independent set {|ψ j 〉}n
j=1 in a d-dimensional vector

space V (n < d). Show that there exists n − d vectors |ψn+1〉, . . . , |ψd〉 in V such
that the set {|ψ j 〉}d

j=1 forms a basis of V .

Exercise A.4 Let |e1〉 := (1, 0, . . . , 0)T , |e2〉 := (0, 1, 0, . . . , 0)T , . . . , |ed〉 =
(0, . . . , 0, 1)T . Show that {|ei 〉}d

i=1 is a basis of K
d . This is called the standard

basis or computational basis. From this, the dimension of K
d is d.

5 To show this, it is enough to see the completeness of {|ψi 〉}d
i=1. With an arbitrary vector |φ〉 =: |ψ0〉,

the set {|ψi 〉}d
i=0 is linearly dependent by the definition of the dimension. Thus,

∑d
i=0 ai |ψi 〉 = 0

implies that at least one of {ai } is non-zero. Moreover, the linear independence of {|ψi 〉}d
i=1 implies

that a0 �= 0. Therefore, we get |φ〉 = |ψ0〉 = ∑d
i=1

−ai
a0

|ψi 〉, which implies that {|ψi 〉}d
i=1 is

complete.
6 By the definition of dimension, we have n ≤ d. Let us assume n < d. Let {|ψ′

j 〉}d
j=1 be a basis

of V . (See footnote 5). The completeness of {|ψi 〉}n
i=1 implies that |ψ′

j 〉 = ∑n
i=1 ai j |ψi 〉 ( j =

1, . . . , d) with ai j ∈ C. Now consider the equation
∑d

j=1 x j |ψ′
j 〉 = 0, which implies that 0 =∑

j x j (
∑

i ai j |ψi 〉) = ∑
i (
∑

j ai j x j )|ψi 〉. So, the linear independence of {|ψi 〉}n
i=1 yields that∑

j ai j x j = 0 (∀i). It is well-known that simultaneous linear equations of x j have d − r nontrivial
solutions where r is the rank of the matrix [a ji ]. By r ≤ n < d, d − r > d − n > 0. Thus, there
is at least one nontrivial solution. On the other hand, the equation

∑d
i=1 xi |ψ′

i 〉 = 0 can have only
trivial solution x j = 0 by the linear independence of {|ψ j 〉}d

j=1, which leads to contradiction. Thus,
we get n = d.
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Vector spaces V1 and V2 on K are called isomorphic if there exists a bijection7

f : V1 → V2 such that f preserves the linear structure: f (|ψ〉 + |φ〉) = f (|ψ〉) +
f (|φ〉), f (a|ψ〉) = a f (|ψ〉) for all |ψ〉, |φ〉 ∈ V1, a ∈ K.

Proposition A.1 d-dimensional vector spaces on K are all isomorphic.

Proof Let V1, V2 be d dimensional vector spaces on K and let {|ψi 〉}d
i=1, {|φi 〉}d

i=1 be
bases of V1, V2, respectively. Define a map f : V1 → V2 by f |ψ〉 = f (

∑
i ai |ψi 〉) :=∑

i ai |φi 〉 (See Exercise A.2). Then, the bijectivity of f is trivially satisfied. The
preservation of linear structure are left for readers’ exercise. �

This implies that any d-dimensional vector space V on K is isomorphic to K
d . In

particular, using the standard basis {|ei 〉}d
i=1 of K

d , a bijection map f : V → K
d is

naturally defined by f (
∑

i ai |ψi 〉) := (a1, . . . , ad)
T , which is called a representa-

tion of a vector by a column vector of K
d .

A.2.2 Hilbert Space

A vector space V is called an inner product space if V has an operation |ψ〉, |φ〉 ∈
V → 〈ψ|φ〉 ∈ K with the following properties (p1)-(p3):
(p1) 〈ψ|ψ〉 ≥ 0 (positivity); the equality holds iff |ψ〉 = 0 (non-degeneracy)
(p2) 〈ψ|φ〉 = 〈φ|ψ〉 (symmetry),
(p3) 〈ψ|aφ+ bξ〉 = a〈ψ|φ〉 + b〈ψ|ξ〉 (linearity).8

In particular, when K = R (K = C), V is called a real (complex) inner product
space. When K = C, the inner products satisfying the above properties are sometimes
called (Hermitian) inner products. From (p3), an inner product between zero vector
and an arbitrary vector is zero. Applying (p3) repeatedly, we have 〈ψ|∑i aiψi 〉 =∑

i ai 〈ψ|ψi 〉.
If K = C, from (p2) and (p3) the inner product is anti-linear for the left vector:

〈aφ+ bξ|ψ〉 = a〈φ|ψ〉 + b〈ξ|ψ〉.
An inner product space has a norm (a magnitude of a vector) defined by

||ψ|| := √〈ψ|ψ〉. A vector with a unit norm is called a unit vector. We say
a sequence of vectors (|ψn〉)n∈N converges to a vector |ψ〉 if ||ψ − ψn|| → 0
as n → ∞.9 A sequence of vectors (|ψn〉)n∈N is called a Cauchy sequence if
||ψn − ψm || → 0 as n,m → ∞10 and is called a convergent sequence if there

7 A map f : V1 → V2 is called surjective, or onto, if for all |ψ〉 ∈ V2 there exists |φ〉 ∈ V1 such
that |ψ〉 = f (|φ〉). f is called injective, or one-to-one, if f (|ψ〉) = f (|φ〉) implies |ψ〉 = |φ〉.
f is called bijective if f is surjective and injective. Note that the inverse map f −1: V2 → V1 is
well-defined for a bijective map f .
8 We follow the physicist convention where the linearity holds in the right element in an inner
product.
9 Namely, ∀ε > 0, ∃n0 ∈ N, s.t. ∀n ≥ n0, ||ψ − ψn || < ε.
10 Namely, ∀ε > 0, ∃n0 ∈ N, s.t. ∀n,m ≥ n0, ||ψn − ψm || < ε.
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exists a vector |ψ〉 ∈ V such that ||ψ − ψn|| → 0 as n → ∞. An inner prod-
uct space is called complete if any Cauchy sequence is a convergent sequence.
A complete inner product space is called a Hilbert space. A finite-dimensional
inner product space on K is automatically complete from the completeness of real
(or complex) number [1]. Therefore, it is not necessary to distinguish an inner product
space and a Hilbert space for finite-dimensional cases. In what follows, H denotes a
d-dimensional Hilbert space.

Vectors |ψ〉, |φ〉 ∈ H are called orthogonal if 〈ψ|φ〉 = 0. A set of unit vectors
{|ψi 〉}n

i=1 orthogonal to each other is called an orthonormal system. The orthonor-
mal condition can be written as 〈ψi |ψ j 〉 = δi j .

We can show that an orthonormal system is linearly independent.11 Thus, when an
orthonormal system consists of d vectors, it forms a basis of a d-dimensional vector
space and is called an orthonormal basis (or complete orthonormal system) and
is abbreviated by ONB (or CONS).

Exercise A.5 Show that the coefficients of the expansion of |ψ〉with respect to ONB
{|ψi 〉}d

i=1 are 〈ψi |φ〉. Namely, we have |ψ〉 = ∑d
i=1〈ψi |φ〉|ψi 〉.

The Gram-Schmidt orthogonalization is a method to make an orthonormal
system from a linearly independent set {|ψi 〉}n

i=1 of vectors as follows. Let |ψ′
1〉 :=

|ψ1〉/||ψ1|| and let |ψ′
i 〉 (i = 2, . . . , n)be a normalization of |ψi 〉−∑i−1

j=1〈ψ′
j |ψi 〉|ψ′

j 〉.
Then, the set {|ψ′

i 〉}n
i=1 satisfies the orthonormal condition.12 The reader should also

consider the geometric meaning of the Gram-Schmidt orthogonalization.

Exercise A.6 Given an orthonormal system {|ψ j 〉}n
j=1 of a d-dimensional vector

space V , show that there exist d−n vectors |ψn+1〉, . . . , |ψd〉 in V such that {|ψ j 〉}d
j=1

is an orthonormal basis of V .

Exercise A.7 Show 〈ψ|ξ〉 = 〈ψ|χ〉 (∀|ψ〉 ∈ H)⇔ |ξ〉 = |χ〉.
Example A.2 The set K

d (See Example A.1) has a natural inner product defined by

〈ψ|φ〉 :=
d∑

i=1

xi yi (|ψ〉 = (x1, . . . , xd)
T , |φ〉 = (y1, . . . , yd)

T ∈ K
d). (A.2)

This is called the Euclidean inner product and K
d is called (real or complex)

Euclidean space. The readers should check the properties (p1)-(p3) and also that
the standard basis of K

d is an orthonormal basis.

11 Taking the inner product between |ψ j 〉 ( j = 1, . . . , d) and 0 = ∑n
i=1 ai |ψi 〉, we get 0 =∑n

i=1 ai 〈ψ j |ψi 〉 = a j .
12 It follows from the linearly independence of {|ψi 〉}n

i=1 that the vector |ψi 〉 −∑i−1
j=1〈ψ′

j |ψi 〉|ψ′
j 〉

is not the zero vector. So, we denote its normalization by |ψ′
i 〉. In the following, we show the

orthogonality condition of {|ψ′
i 〉}n

i=1 by induction. First, 〈ψ′
1|ψ′

2〉 ∝ 〈ψ′
1|ψ2 − 〈ψ′

1|ψ2〉ψ′
1〉 =

〈ψ′
1|ψ2〉 − 〈ψ′

1|ψ2〉〈ψ′
1|ψ′

1〉 = 0. Next, assume 〈ψ′
i |ψ′

k〉 = 0 (∀i = 1, . . . , k − 1) for k ≥ 2. Then,

for all i = 1, . . . , k, we have 〈ψ′
i |ψ′

k+1〉 ∝ 〈ψ′
i |ψk+1 − ∑k

j=1〈ψ′
j |ψk+1〉|ψ′

j 〉〉 = 〈ψ′
i |ψk+1〉 −

〈ψ′
i |ψk+1〉〈ψ′

i |ψ′
i 〉 = 0. This completes the proof.
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Theorem A.1 (Pythagorean Theorem) Orthogonal vectors |ψ〉, |φ〉 ∈ H satisfy

||ψ + φ||2 = ||ψ||2 + ||φ||2.

Proof From 〈ψ|φ〉 = 〈φ|ψ〉 = 0 and the definition of norm, we have ||ψ + φ||2 =
〈ψ + φ|ψ + φ〉 = 〈ψ|ψ〉 + 〈ψ|φ〉 + 〈φ|ψ〉 + 〈φ|φ〉 = ||ψ||2 + ||φ||2. �
Theorem A.2 (Schwarz inequality) For any vectors |ψ〉, |φ〉,

|〈ψ|φ〉| ≤ ||ψ||||φ||. (A.3)

The equality holds iff {|ψ〉, |φ〉} are linearly dependent.13

Proof The inequality (A.3) follows from the positivity of norm of a vector |ξ〉 :=
||ψ||2|φ〉 − 〈ψ|φ〉|ψ〉. The equality condition also follows from the non-degeneracy
of it14 �

We say that subspaces W1 and W2 of H are orthogonal, which is denoted by
W1 ⊥ W2 if all vectors from W1 and W2 are orthogonal. Given two Hilbert spaces
H1 and H2, the set H1 ⊕H2 := {|ξ, η〉 | |ξ〉 ∈ H1, |η〉 ∈ H2} is a Hilbert space
when the addition, scalar multiplication, and inner product are defined as

a|ξ, η〉 = |aξ, aη〉
|ξ, η〉 + |ξ′, η′〉 = |ξ + ξ′, η + η′〉

〈ξ, η|ξ′, η′〉 = 〈ξ|ξ′〉 + 〈η|η′〉.

Then, we say that the Hilbert space H1 ⊕H2 is the direct sum of two Hilbert spaces
H1 and H2,

We say Hilbert spaces H1,H2 are isomorphic if there exists a bijection f : H1 →
H2 such that the linear structure and the inner product are preserved; f (|ψ〉+|φ〉) =
f (|ψ〉)+ f (|φ〉), f (a|ψ〉) = a f (|ψ〉), and 〈ψ|φ〉 = 〈 f (|ψ〉)| f (|φ〉)〉.
Proposition A.2 All Hilbert spaces with the same dimension are isomorphic.

Proof Let H1 and H2 be d-dimensional Hilbert space and let {|ψi 〉}d
i=1, {|φi 〉}d

i=1 be
ONBs of H1,H2, respectively. One can use the same map f in Proposition A.1, which
satisfies the bijectivity and preservation of the linear structure. Moreover, for |ψ〉 =∑

i ai |ψi 〉, |φ〉 = ∑
j b j |ψ j 〉, we have 〈ψ|φ〉 = ∑

i, j ai b j 〈ψi |ψ j 〉 = ∑
i ai bi =∑

i, j ai b j 〈φi |φ j 〉 = 〈 f (|ψ〉)| f (|φ〉)〉 where we have used the orthonormal condition
〈ψi |ψ j 〉 = 〈φi |φ j 〉 = δi j . �

Therefore, any d-dimensional Hilbert space H is isomorphic to Euclidean space
K

d . In particular, by using the standard basis of H, the map f : H → K
d in the above

proof is written as

13 This is equivalent to the condition that |ψ〉 = 0 or there exists a ∈ K such that |φ〉 = a|ψ〉.
Therefore, roughly speaking, this is the case where |ψ〉 and |φ〉 have the same direction.
14 The reader should think of the geometrical meaning of the Schwarz inequality.
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f (|ψ〉) = (〈ψ1|ψ〉, . . . , 〈ψd |ψ〉)T ∈ K
d . (A.4)

Therefore, by fixing a basis, one can identify a vector of H to a column vector of K
d .

A.3 Linear Operators

In this section, let V1, V2 be d1, d2-dimensional vector spaces and H,K be d1, d2-
dimensional Hilbert spaces, respectively.

A.3.1 Linear Operators

A map A : V1 → V2 is called a linear operator if it satisfies the linearity condition:

A(a|ψ〉 + b|φ〉) = a A|ψ〉 + bA|φ〉 (∀|ψ〉, |φ〉 ∈ H, a, b ∈ K). (A.5)

The zero map 0: V1 → V2 which maps arbitrary vectors of V1 to the zero vector
of V2 and the identity map I : V1 → V1 which maps a vector to itself are examples
of linear operators. In the following, A, B,C · · · are used to denote linear operators.
The set of all linear operators from V1 to V2 are denoted by L(V1, V2). If V1 = V2,
we simply denote it by L(V1) := L(V1, V2). The range of A is defined as Ran A :=
{A|ψ〉 ∈ V2 | |ψ〉 ∈ V1}. The kernel of A is defined as Ker A := {|ψ〉 ∈ V1 | A|ψ〉 =
0}. It is easy to show that a necessary and sufficient condition for A to be injective is
that Ker A = {0}. Ran A, ker A are subspaces of V2,V1, respectively. The rank for
A is the dimension of Ran A and is denoted by rank A.

Example A.3 A d2 × d1 complex matrix A = [ai j ] gives an example of a linear
operator from H = C

d1 to K = C
d2 where the map is defined by

yi =
d1∑

j=1

ai j x j (∀i = 1, . . . , d2). (A.6)

Conversely, if one uses the vector representation of (A.4) for both H and K, then
any linear operator from H to K is represented by a d2 × d1 complex matrix where
the map is given by (A.6). Let {|ψi 〉}d1

i=1, {|φ j 〉}d2
j=1 be ONBs of H,K and define a

matrix by ai j := 〈φi |Aψ j 〉. Then, we have

yi := 〈φi |Aψ〉 = 〈φi |A(
∑

j

x j |ψ j 〉)〉 =
∑

j

ai j x j (x j := 〈ψ j |ψ〉).
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The matrix [ai j := 〈φi |Aψ j 〉] is called the representation matrix of A. Therefore,
by fixing bases, one can identify linear operators with matrices.15

There are several methods to identify a linear operator: Most directly, one can
identify a linear operator A by specifying the output A|ψ〉 for an arbitrary vector |ψ〉.
To do so, it is enough to specify outputs of a basis.16

The following properties are quite useful in comparing linear operators on Hilbert
spaces:

Proposition A.3 (i) For any A, B ∈ L(H,K),

A = B ⇔ 〈φ|Aψ〉 = 〈φ|Bψ〉 (∀|ψ〉 ∈ H, |φ〉 ∈ K).

(ii) For any A, B ∈ L(H),

A = B ⇔ 〈ψ|Aψ〉 = 〈ψ|Bψ〉 (∀|ψ〉 ∈ H).

Proof (i) From Exercise A.7, we have 〈φ|Aψ〉 = 〈φ|Bψ〉 (∀ψ ∈ H,φ ∈ K) ⇔
A|ψ〉 = B|ψ〉 (∀ψ ∈ H)⇔ A = B.

(ii) [⇐]: Note the following identity:

〈φ|Aψ〉 = 1

4

(
〈ψ + φ|A(ψ + φ)〉 − 〈ψ − φ|A(ψ − φ)〉

+ i〈ψ + iφ|A(ψ + iφ)〉 − i〈ψ − iφ|A(ψ − iφ)〉
)
. (A.7)

Using this, if 〈ξ|Aξ〉 = 〈ξ|Bξ〉 for all |ξ〉 ∈ H, then 〈φ|Aψ〉 = 〈φ|Bψ〉 (∀|ψ〉 ∈
H, |φ〉 ∈ K) for all |ψ〉 ∈ H, |φ〉 ∈ K; from (i), we have A = B.

The opposite implication [⇒] trivially holds. �
For finite-dimensional vector spaces V1, V2, if their dimensions are the same, then

the surjectivity and bijectivity are equivalent.17 Therefore, we have

AB = IV2 ⇔ B A = IV1 (A.8)

for A ∈ L(V1, V2), B ∈ L(V2, V1). The operator B in (A.8) is called the inverse
operator of A and is denoted by A−1.

15 One can show that a linear operator on a linear vector space can be always represented by a
matrix as well. (Show this.)
16 Letting {|ψi 〉}d

i=1 be a basis of V1 and |ψi 〉 �→ |ψ′
i 〉 := A|ψi 〉, the linearity of A automatically

determines the output of A for an arbitrary |ψ〉 by A|ψ〉 = A(
∑

i ai |ψi 〉) = ∑
i ai |ψ′

i 〉.
17 (i) Assume that A is injective. Then, by the injectivity of A, it is easy to see that {A|φi 〉}d

i
forms a basis of V2 with any basis {|φi 〉}d

i of V1. Thus, an arbitrary |ψ〉 ∈ V2 can be written as
|ψ〉 = ∑

i yi A|φi 〉 = A(
∑

i yi |φi 〉), which implies that A is surjective. (ii) Assume that A is
surjective. Then, a basis of V2 has a form {A|φi 〉}d

i=1, and it is easy to see that {|φi 〉}d
i=1 is also a

basis of V1. From Exercise A.2, one can show that A is injective because Ker A = {0} is equivalent
to the injectivity of A.
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A.3.2 Algebra of Linear Operators

One can naturally define an addition and a scalar multiplication of linear operators
by

A + B ∈ L(V1, V2)
de f⇔ (A + B)|ψ〉 := A|ψ〉 + B|ψ〉 (∀|ψ〉 ∈ V1) (A.9)

a A ∈ L(V1, V2)
de f⇔ (a A)|ψ〉 := a(A|ψ〉) (∀|ψ〉 ∈ V1, a ∈ K). (A.10)

In the case V1 = V2 := V , a product of operators is also defined by

AB ∈ L(V ) de f⇔ (AB)|ψ〉 := A(B|ψ〉) (∀|ψ〉 ∈ V ). (A.11)

The readers should check that these are indeed linear operators.

Exercise A.8 Let V1, V2 be d1, d2-dimensional vector spaces, respectively. Show
that L(V1, V2) is a d1d2-dimensional vector space with the addition (A.9) and the
scalar multiplication (A.10).

A.3.3 Adjoint Operator

Proposition A.4 For any A ∈ L(H,K), there uniquely exists a linear operator
B ∈ L(K,H) which satisfies

〈φ|Aψ〉 = 〈Bφ|ψ〉 (∀ψ ∈ H,φ ∈ K). (A.12)

Proof Let {|ψi 〉}d1
i=1 be an ONB of H. Given A ∈ L(H,K), it is easy to see that

a map B : |φ〉 ∈ K �→ ∑d1
j=1〈Aψ j |φ〉|ψ j 〉 ∈ H is a linear operator and satisfies

(A.12). The uniqueness follows from Proposition A.3. �

The operator B ∈ L(K,H) in (A.12), which is uniquely specified by A ∈ L(H,K),
is called the adjoint operator of A and is denoted by B = A†18:

〈φ|Aψ〉 = 〈A†φ|ψ〉 (∀ψ ∈ H,φ ∈ K). (A.13)

Notice that the matrix representation of A† is a conjugate transpose of the matrix
representation of A.19 Note that a set of linear operators L(K,H) forms a vector

18 It is a physics convention to use the dagger symbol † to denote an adjoint operator, while the
asterisk symbol ∗ is often used in mathematics.
19 Let [ai j ] := 〈ψi |Aφ j 〉 be a matrix representation of A. With the same bases, the matrix represen-

tation of A† is 〈ψi |A†φ j 〉. By using (A.13), one has 〈ψi |A†φ j 〉 = 〈A†φ j |ψi 〉 = 〈φ j |Aψi 〉 = a ji ,
which is the conjugate transpose of the matrix [ai j ].
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space. If vector spaces H′, K′ are given as sets of linear operators, e.g., L(K1,H1)

and L(K2,H2), we sometimes call A ∈ L(H′,K′) a map (or a super operator) from
H′ to K′, and A† an adjoint map of A.

Exercise A.9 Show the following four properties for any operators A, B ∈ L(H,K)
and any complex numbers a, b ∈ C: (i) (A†)† = A, (ii) (A + B)† = A† + B†, (iii)
(a A)† = a A†, and (iv) (AB)† = B† A†.

Exercise A.10 Show that |φ〉〈ψ|† = |ψ〉〈φ| (See (5.5)).

A.3.4 Eigenvalues and Eigenvectors

Let H be the d-dimensional Hilbert space. If a linear operator A on H (i.e., a linear
operator A from H to H) and a complex number a ∈ C satisfy

A|ψ〉 = a|ψ〉

with a non-zero vector |ψ〉 �= 0, the complex number a is called an eigenvalue
of the operator A and the vector |ψ〉 is called an eigenvector of A belonging to the
eigenvalue a. The subspace Ea := {|ψ〉 ∈ H | A|ψ〉 = a|ψ〉} is called the eigenspace
of A belonging to the eigenvalue a. There exists at least one eigenvalue for any linear
operator, and at most d distinct eigenvalues.20 We denote by σ(A) the set of all
eigenvalues of A.

A.3.5 Important Class of Linear Operators

[Normal Operators]. We say that operators A, B ∈ L(H) are commutative if AB =
B A. An operator A is called normal if A and A† are commutative.

Exercise A.11 Show the following properties for a normal operator A ∈ L(H).
(i) Let a be an eigenvalue of A with an eigenvector |ψ〉: A|ψ〉 = a|ψ〉. Then, a is an
eigenvalue of A† with an eigenvector |ψ〉: A†|ψ〉 = a|ψ〉.
(ii) Eigenvectors of A belonging to distinct eigenvalues are orthogonal.

[Unitary Operators]. An operator U ∈ L(H,K) is called unitary if it satisfies
UU † = IK and U †U = IH. When dim H = dim K, it is enough by (A.8) to check
either UU † = IK or U †U = IH to show that U is unitary. A useful necessary and
sufficient condition for a linear operator U to be unitary is that {U |φi 〉}d

i=1 is an ONB

20 In linear algebra, it can be shown that eigenvalues are solutions of the eigenvalue equation
(det(x I −A) = 0) with degree d for a matrix representation of A.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
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for any ONB {|φi 〉}d
i=1 of H.21 Note that a unitary operator U ∈ L(H) is normal

since UU † = I = UU †.

Exercise A.12 Show that for any ONB {|φi 〉}d
i=1 and {|ψi 〉}d

i=1, there exists a unitary
operator U satisfying |φi 〉 = U |ψi 〉 (i = 1, . . . , d).

[Hermitian Operators] An operator A ∈ L(H) is called Hermitian (or self-
adjoint) if A = A†. A Hermitian operator is also normal since AA† = A2 = A† A.
The following proposition is quite useful sufficient and necessary condition for an
operator to be Hermitian.

Proposition A.5 A = A† ⇔ 〈ψ|Aψ〉 ∈ R (∀|ψ〉 ∈ H).
Proof Assume that A = A†. By (A.13), the relation 〈ψ|Aψ〉 = 〈Aψ|ψ〉 =
〈ψ|A†ψ〉 = 〈ψ|Aψ〉 holds for any |ψ〉. Next, let 〈ψ|Aψ〉 ∈ R (∀|ψ〉 ∈ H). Then, it
follows that 〈ψ|A†ψ〉 = 〈Aψ|ψ〉 = 〈ψ|Aψ〉 = 〈ψ|Aψ〉. By Proposition A.3 (ii), we
have A = A†. �

[Positive Operators] An operator A ∈ L(H) is called positive (or non-negative)
if it satisfies 〈ψ|Aψ〉 ≥ 0 for any |ψ〉 ∈ H. By A ≥ 0 we mean that A is positive.
By Proposition A.5, a positive operator is Hermitian.

Exercise A.13 Show that B† B ≥ 0 for any B ∈ L(H).
[Projection Operators] An operator P ∈ L(H) is called a projection operator if

it satisfies P2 = P = P†. One can show that a projection operator is positive. Indeed,
for any |ψ〉 ∈ H, it follows that 〈ψ|Pψ〉 = 〈ψ|P2ψ〉 = 〈P†ψ|Pψ〉 = 〈Pψ|Pψ〉 =
||Pψ||2 ≥ 0.

For each subspace W ⊂ H, one can construct the projection operator as follows:
Let {|ψi 〉}n

i=1 be an ONB of W and let P := ∑n
i=1 |ψi 〉〈ψi |. By Exercises A.9-(ii)

and A.10, one has P = P†, and by Exercise 5.1, and the orthonormal condition, one
has P = P2. We call P the projection operator onto W .22 Note that Ran P = W .
Conversely, for any subspace W , there uniquely exists a projection operator P such
that Ran P = W .

The projection operator onto an eigenspace Ea belonging to an eigenvalue a is
called the spectral projection.

Exercise A.14 Show that an orthonormal system {|ψi 〉}n
i=1 in H is complete if and

only if
∑n

i=1 |ψi 〉〈ψi | = I .

Exercise A.15 Let P1, P2 be projection operators onto subspaces W1,W2 which are
orthogonal to each other. Show that the projection operator onto W1⊕W2 is P1+ P2.

Exercise A.16 Show that the eigenvalues of a Hermitian operator, a unitary operator,
a positive operator, a projection operator are real numbers, complex numbers with
the absolute value 1, non-negative real numbers, and 0 or 1, respectively.

21 Show this. [Hint: For a unitary operator U , note the relation 〈Uφi |Uφ j 〉 = 〈φi |U †Uφ j 〉 =
〈φi |φ j 〉.
22 One can also define P by the operator to map any vector to the nearest vector on W .
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A.3.6 Spectral Decomposition

In this section, let H be a d-dimensional Hilbert space and A, B ∈ L(H) be normal
operators on H. A subspace W ⊂ H is called an invariant subspace of the operator
A if W is closed under the operation of A, namely, for any |ψ〉 ∈ W , we have
A|ψ〉 ∈ W .

Lemma A.1 An eigenspace Ea of a normal operator A is an invariant subspace of
both A and A†.

Proof Suppose |ψ〉 ∈ Ea , i.e., A|ψ〉 = a|ψ〉. Since Ea is a subspace, and is closed
under the operation of a scalar multiplication, A|ψ〉 ∈ Ea . Thus, Ea is an invariant
subspace of A. Next, by Exercise A.11-(i), we have A†|ψ〉 = a|ψ〉 ∈ Ea with the
same reasoning above. Thus, Ea is also an invariant subspace of A†. �

The orthogonal complementary space of a subspace W is the set of all vectors
orthogonal to any vectors from W and is denoted by W⊥.

W⊥ := {|ψ〉 ∈ H | 〈ψ|φ〉 = 0 ∀|φ〉 ∈ W }.

Let A be a normal operator and define E := ⊕a∈σ(A)Ea , which is the orthogonal
sums of all eigenspaces Ea belonging to eigenvalues a ∈ σ(A). Remind that Ea ⊥
Ea′ (a �= a′) by Exercise A.11-(ii). Then, we have the following lemma:

Lemma A.2 The orthogonal complementary space E⊥ of E is an invariant subspace
of A.

Proof Fix an arbitrary element |ψ〉 ∈ E⊥. For any vector |φ〉 ∈ E , we have A†|φ〉 ∈ E
by Lemma A.1, and thus 〈φ|Aψ〉 = 〈A†φ|ψ〉 = 0. This shows that A|ψ〉 ∈ E⊥. �

Proposition A.6 Suppose A is a normal operator and let Pa (a ∈ σ(A)) be the
spectral projections. Then we have

∑
a∈σ(A)

Pa = I (completeness), (A.14)

Pa Pb = δab Pa (a, b ∈ σ(A)) (orthonormality). (A.15)

Proof Notice that
∑

a∈σ(A) Pa is the projection operator onto the subspace E =
⊕a∈σ(A)Ea by Exercise A.15. From this fact, the condition (A.14) is equivalent to
E = H. Suppose, on the contrary, E �= H, then the dimension of E⊥ is greater or
equal to 1. By Lemma A.2, E⊥ is an invariant subspace of A, one can define the linear
operator Ã on E⊥ by restricting the operation of A to E⊥. Note that any linear operator
has at least one eigenvalue and its eigenvector: Let Ã|φ〉 = a|φ〉, 0 �= |φ〉 ∈ E⊥.
However, as Ã is the restriction of A to E⊥, we have also A|φ〉 = a|φ〉. The space E
is already constructed by summing all the eigenspaces, which yields contradiction.
Thus we have E = H and the condition (A.14) has been shown.
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Condition (A.15) immediately follows from the property of projection operator
and Exercise A.11-(ii). �

Theorem A.3 (Spectral decomposition theorem) Any normal operator A can be
written in the form

A =
∑

a∈σ(A)
a Pa, (A.16)

where Pa is a projection satisfying Pa Pb = δab Pa. This is called the spectral decom-
position of A.23

Proof We show that, for any |ψ〉 ∈ H, A|ψ〉 = (
∑

a∈σ(A) a Pa)|ψ〉 in order to
prove (A.16). By (A.14), we have A|ψ〉 = A(

∑
a Pa)|ψ〉 = ∑

a A(Pa |ψ〉). Since
Pa |ψ〉 ∈ Ea , we have A(Pa |ψ〉) = a Pa |ψ〉. Therefore, A|ψ〉 = ∑

a a(Pa |ψ〉) =
(
∑

a a Pa)|ψ〉. Orthonormality of {Pa} is already proved in Proposition A.6. �

Corollary A.1 (Eigenvalue decomposition) Any normal operator A has an ONB
{|ψi 〉}d

i=1 composed of eigenvectors. In particular, letting ai be an eigenvalue corre-
sponding to the eigenvector |ψi 〉, the operator A can be written in the form

A =
d∑

i=1

ai |ψi 〉〈ψ|. (A.17)

This is called an eigenvalue decomposition.24

Proof Note that the spectral projection Pa can be written as Pa = ∑
i |ψi 〉〈ψi | with

an ONB {|ψi 〉} of Ea . Therefore, one gets (A.17) from (A.16). �

Proposition A.7 A necessary and sufficient condition for an operator A to be pos-
itive is that the operator A is Hermitian and all eigenvalues are non negative.

Proof We have already seen the necessity in Exercise A.16. Suppose that the operator
A is Hermitian (and thus normal) and all eigenvalues are non negative. Let A =∑

a a Pa be the spectral decomposition of A. Then, noting Pa ≥ 0, a ≥ 0, we have
〈ψ|Aψ〉 = ∑

a a〈ψ|Paψ〉 ≥ 0 for any |ψ〉 ∈ H. This shows that A is positive. �

A vector |ψ〉 is called a simultaneous eigenvector of A and B if |ψ〉 is eigenvector
of both A and B.

23 The PVM {Pa} of A derived from this theorem uniquely gives a PVM measurement of a normal
operator A. In infinite-dimensional case, one can consider subnormal operator, which gives a wider
class of normal operators. It can be also shown that there uniquely exists a POVM measurement of
any subnormal operator [2].
24 In fact, it can be shown that this statement is equivalent to the elementary but important result
of diagonalization theorem of a normal matrix: any normal matrix A is diagonalizable with unitary
matrix U by U AU † (See also (A.21)).
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Proposition A.8 (Simultaneous diagonalization) If A and B are commutative nor-
mal operators, there exists an ONB {|ψi 〉}d

i=1 composed of simultaneous eigenvectors
of A and B. In particular, letting ai , bi be eigenvalues corresponding to the eigen-
vector |ψi 〉 for A and B, respectively, A and B can be written in the forms

A =
d∑

i=1

ai |ψi 〉〈ψi |, B =
d∑

i=1

bi |ψi 〉〈ψi |. (A.18)

This is called a simultaneous diagonalization of A and B.

Proof Let Ea be an eigenspace of A belonging to an eigenvalue a. For any |ψ〉 ∈ Ea ,
AB|ψ〉 = B A|ψ〉 = aB|ψ〉 as A and B are commutative. This shows that Ea is an
invariant subspace of B. From this fact, one can consider the restriction B̃a of B on
Ea , which is again normal on Ea . By Corollary A.1, there exists ONB {|ψa,b〉}b of
Ea composed of eigenvectors of B̃a . From the completeness (A.14) of A, {|ψa,b〉}a,b

is an ONB of H. Using this, one easily gets (A.18). �

A.3.7 Function of Operator

In this section, for an arbitrary function f (x), we define a function f (A) of an
operator A. While information quantities in quantum system play an important role
in this book, these definitions require the concept of “a function of an operator” (See
Sect. 6.3).

For any operator A ∈ L(H), a polynomial function of A is naturally defined as
follows: Let f (x) := an xn + an−1xn−1 + · · · a1x + a0 be a polynomial function,
then f (A) ∈ L(H) is defined by

f (A) := an An + an−1 An−1 + · · · a1 A + a0 I (A.19)

by using (A.9)–(A.11).
When f is not necessarily a polynomial function, we recall the spectral decom-

position A = ∑
i ai Ei of a Hermitian operator A, where {ai } is the set of disjoint

eigenvalues and Ei is the projection corresponding to the eigenvalue ai . Then, the
Hermitian operator f (A) is defined as

f (A) :=
∑

i

f (ai )Ei , (A.20)

where we assume that all of eigenvalues {ai } are contained in the domain of the
function f (x).

When the function f is a power xn (n = 0, 1, 2, . . .), An is given as the n-fold
multiplication of A in (A.19). We examine whether the operator An defined in (A.20)
coincides with the operator An defined in (A.19). For example, when f (x) = x2,

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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the relation Ei E j = δi, j Ei implies that

A2 =
(∑

i

ai Ei

)(∑
j

a j E j

)
=

∑
i, j

ai a j Ei E j =
∑

i

a2
i Ei = f (A).

Hence, the both definitions coincide with each other. Similarly, we can check
that the operator An defined in (A.20) coincides with the operator An defined in
(A.19) for all natural numbers n. Hence, we can check the same fact when f is
a polynomial

∑N
n=0 an xn . Moreover, when f (x) is given as the Taylor expansion

f (x) = ∑∞
n=0

f (n)(x0)
n! (x−x0)

n , we can show that f (A) = ∑∞
n=0

f (n)(x0)
n! (A−x0 I )n

based on a suitable treatment for the convergence in the infinite summation. That
is, we can find that f (A) can be given as the Taylor expansion with replacement of
x by A. Further, when f (x) = x−1, the operator f (A) coincides with the inverse
operator A−1 of A.

Here, we see the relation of a function of an operator with its diagonalization
in the d-dimensional case. We denote the eigenvalues of a given Hermitian opera-
tor A by ak (k = 1, 2, . . . , d), where we list eigenvalues with the duplicative way
when there exist duplicate eigenvalues. Then, we can choose orthogonal eigenvectors
|φk〉 (k = 1, 2, . . . , d) such that A = ∑d

k=1 ak |φk〉〈φk | (eigenvalue decomposition
(Corollary A.1 )). When there is no duplicate eigenvalue, the eigenvalue decomposi-
tion is unique and coincides with the spectral decomposition. When we regard |φk〉
as a column vector, V = (|φ1〉, |φ2〉, . . . , |φd〉) is a d-dimensional unitary opera-
tor. When we denote the diagonal matrix with diagonal elements a1, a2, . . . , ad by
diag(a1, a2, . . . , ad), the Hermitian operator A can be diagonalized as

A =
d∑

k=1

ak |φk〉〈φk | = V diag(a1, a2, . . . , ad)V
†. (A.21)

Then, the Hermitian operator f (A) can be diagonalized by using the same unitary
operator V as follows.

f (A) =
d∑

k=1

f (ak)|φk〉〈φk | = V diag( f (a1), f (a2), . . . , f (ad))V
†. (A.22)

Therefore, we find that the Hermitian operator f (A) can be obtained by the
application of the function f to the eigenvalues of A after the diagonalization of A.

Now, we check whether the relation

f (U AU †) = U f (A)U † (A.23)

holds for an arbitrary unitary U . In fact, when the spectral decomposition of the
Hermitian operator A is A = ∑

i ai Ei , the eigenvalue decomposition of U AU †

(Corollary A.1) is given as U AU † = ∑
i aiU EiU †. Since
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f (U AU †) =
∑

i

f (ai )U EiU
† = U

(∑
i

f (ai )Ei

)
U † = U f (A)U †,

we obtain (A.23). The relation (A.23) can be used for showing the unitary invariance
of various information quantities in the quantum system. A typical function, we often
use the square root

√
A := ∑

a
√

a Pa for a non-negative operator A. We can easily

check that
√

A is a non-negative operator and satisfies
√

A
2 = A. Finally, we notice

that for a Hermitian operator A, exp(i A) = ∑
a exp(ia)Pa is a unitary operator.

Exercise A.17 Suppose A is a Hermitian operator and let Pa be a spectral projection
belonging to an eigenvalue a. Show that Pa can be written as a polynomial function
of A.

A.3.8 Trace of Operator

We can define the trace of an operator A ∈ L(H) by

Tr A :=
d∑

i=1

〈φi |Aφi 〉, (A.24)

where {|φi 〉}d
i=1 is an arbitrary ONB of H. It should be noticed that this quantity does

not depend on the choice of ONBs.25 Note also that the trace is a sum of all diagonal
elements of the matrix representation [ai j = 〈φi |Aφ j 〉] of A.

Exercise A.18 Suppose A is a normal operator. Using the eigenvalue decomposition
of A, show that Tr A is the sum of eigenvalues.26

Proposition A.9 (Properties of Trace) For A, B ∈ L(H), a, b ∈ C, we have

Tr(a A + bB) = a Tr(A)+ b Tr(B) (Linearity), (A.25)

Tr(AB) = Tr(B A) (Cyclic Property), (A.26)

Tr A = Tr A†. (A.27)

Proof Linearity immediately follows from the definition of the trace. To see the
cyclic property, let {|φi 〉}d

i=1 be an ONB. Then by using Exercise A.14, we have

25 When we choose another ONB {|ψi 〉}d
i=1, Exercise A.14 guarantees that

∑d
i=1

〈ψi |Aψi 〉 = ∑d
i=1〈ψi |A(∑d

j=1 |φ j 〉〈φ j |)ψi 〉 = ∑d
i=1

∑d
j=1〈ψi |Aφ j 〉〈φ j |ψi 〉 = ∑d

j=1

〈φ j |(∑d
i=1 |ψi 〉〈ψi |)Aφ j 〉 = ∑d

j=1〈φ j |Aφ j 〉.
26 This is true for any linear operator. One can show this e.g. by using Jordan decomposition.
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Tr(AB)
= ∑

i 〈φi |ABφi 〉 = ∑
i 〈φi |A(∑ j |φ j 〉〈φ j |)Bφi 〉 = ∑

j 〈φ j |B(∑i |φi 〉〈φi |)Aφ j 〉
= ∑

j 〈φ j |B Aφ j 〉 = Tr(B A). Finally, (A.27) follows as Tr A = ∑d
i=1 〈φi |Aφi 〉

= ∑d
i=1〈φi |A†φi 〉 = Tr A†. �

Proposition A.10 Suppose A, B ∈ L(H) be positive. Then, Tr AB ≥ 0 where the
equality holds if and only if AB = 0. In particular, by putting B = I , we have
Tr A ≥ 0 and also Tr A = 0 ⇔ A = 0.

Proof Let B = ∑d
i=1 bi |φi 〉〈φi | be an eigenvalue decomposition of B. Note

that {|φi 〉}d
i=1 is an ONB and bi ≥ 0 as B ≥ 0. Since A ≥ 0, we have

Tr(AB) = ∑
i 〈φi |ABφi 〉 = ∑

i bi 〈φi |Aφi 〉 ≥ 0. To see the equality condition,
suppose Tr(AB) = 0. Then, it follows that bi > 0 ⇒ ||√Aφi ||2 = 〈φi |Aφi 〉 =
0 ⇒ A|φi 〉 = 0. From this fact, for any |ψ〉, we have AB|ψ〉 = ∑

i bi 〈φi |ψ〉A|φi 〉.
Therefore AB = 0. The converse is trivial. �

We can define an inner product between operators by

〈A|B〉H S := Tr(A† B). (A.28)

This is called the Hilbert-Schmidt inner product.

Proposition A.11 (i) (A.28) satisfies the axioms of the inner product. In particular,
L(H) forms a d2-dimensional Hilbert space with respect to the Hilbert-Schmidt
inner product. (ii) For any ONB {|φi 〉}d

i=1 of H, the set of operators {|φi 〉〈φ j |}d
i, j=1

is an ONB of L(H).
Proof (i) We show that (A.28) satisfies the axioms of inner product (p1), (p2),
and (p3): (p1) From Exercise A.13 and Proposition A.10, we have 〈A|A〉H S =
Tr A† A ≥ 0, and Tr A† A ⇔ A† A = 0 ⇔ A = 0. (p2) follows from (A.27) and
(A† B)† = B† A. (p3) follows from the linearity of the trace (A.25). In Exercise A.8,
we have seen that L(H) is a d2-dimensional vector space. This shows that L(H) is
a d2-dimensional Hilbert space with respect to the Hilbert-Schmidt inner product.

(ii) Since the dimension of L(H) is d2, it is enough to show that {|φi 〉〈φ j |}d
i, j=1

is an orthonormal system of L(H). However, by using Exercise A.19, we have
Tr((|φi 〉〈φ j |)†|φk〉〈φl |) = Tr(|φ j 〉〈φi ||φk〉〈φl |) = 〈φi |φk〉Tr |φ j 〉〈φl | = 〈φi |φk〉
〈φl |φ j 〉 = δikδkl . �

A.4 Convex Functions and Operator Convex Functions

For given two elements v1, v2 ∈ V and p ∈ [0, 1], the element pv1 + (1 − p)v2 of
the vector space V is called a convex combination of v1 and v2 with respect to p. In
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particular, a subset W of V is called a convex (sub)set when the convex combination
of arbitrary two elementsw1, w2 ∈ W with respect to an arbitrary p ∈ [0, 1] belongs
to W . Geometrically, a convex set is a subset with no “dent”. For example, the set of
probability distributions with d events {(pi )

d
i=1|

∑d
i=1 pi = 1, pi ≥ 0} is a convex

set. As is mentioned in Proposition 5.5, the set of density operators is a convex set.
For a convex set W and a probability distribution (pi )

d
i= on d events, we can define

the convex combination
∑d

i=1 piwi ∈ W .
In particular, an element w of a convex set W is called an extreme point when

the element w is not written as any non-trivial convex combination, that is, two
elements w1, w2 ∈ W and p ∈ (0, 1) satisfy w = pw1 + (1 − p)w2 if and only
if w = w1 = w2 (trivial case). Geometrically, an extreme point is a “corner” in
a convex set. Here the corner is not necessarily spinous. In the set of probability
distributions on d events, an extreme point is a distribution, in which, only one event
occurs with probability 1. As is mentioned in Proposition 5.6, any pure state is an
extreme point in the set of density operators.

A map f from a convex set W to another convex set V is called affine when the
map f preserves the convex combination, i.e., the relation

f (pw1 + (1 − p)w2) = p f (w1)+ (1 − p) f (w2) (A.29)

holds for any p ∈ [0, 1] and any elements w1, w2 of W .
Next, a real-valued map f on a convex set W is called a convex function when

arbitrary two elements w1, w2 ∈ W and an arbitrary p ∈ (0, 1) satisfy

f (pw1 + (1 − p)w2) ≤ p f (w1)+ (1 − p) f (w2). (A.30)

In particular, it is called a strictly convex function when the equality in (A.30) holds
only when w1 = w2. The condition (A.30) is equivalent to the following condition
for a probability distribution (pi )

d
i=1 on d events and d points w1, . . . , wd ∈ W :

f (
d∑

i=1

piwi ) ≤
d∑

i=1

pi f (wi ), (A.31)

which is called Jensen inequality and plays an important role for treating information
quantities.

Conversely, f is called a concave function when − f is a convex function. Sim-
ilarly, f is called a strictly concave function when − f is a strictly convex function.
The following proposition holds for convex functions. (Its proof is omitted.)

Proposition A.12 A twice differentiable function f :R → R is convex if and only if

the second derivative d2 f
dx2 (x) satisfies d2 f

dx2 (x) ≥ 0. In particular, f is strictly convex

if and only if d2 f
dx2 (x) > 0.
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Example A.4 The function x �→ x2 ∈ R is a strictly convex function. More gen-
erally, the function x �→ x1+s ∈ R is a strictly convex function for s ∈ (0,∞).
The function x �→ x−s ∈ R is also a strictly convex function for s ∈ (0,∞). Fur-
ther, the exponential function x �→ ex ∈ R is also a strictly convex function. For
s ∈ (0, 1), the function x �→ xs ∈ R is a strictly concave function. Also the functions
x �→ log x ∈ R and x �→ −x log x ∈ R are strictly concave functions.

A.5 Tensor Product Hilbert Space

In this section, we explain tensor product Hilbert spaces, which is one of most impor-
tant mathematical structures to study quantum information theory. This is because a
composite state, including an entangled state, is described by a vector (or an operator)
of the tensor product Hilbert spaces. While there are several ways to introduce the
tensor product structure, we think that the following way would be most appropriate
for the study of quantum information theory.

A.5.1 Tensor Product Between Vectors

Let H1 and H2 be d1 and d2-dimensional Hilbert spaces, respectively. The tensor
product Hilbert space H12 of H1 and H2 is a d1d2-dimensional Hilbert space with
the tensor product operation ⊗, which is a map from H1 ×H2 to H12, denoted as
(|ψ〉, |φ〉) ∈ H1 ×H2 �→ |ψ〉 ⊗ |φ〉 ∈ H12, satisfying the following properties:
(i) [Bilinearity27]

(a|ψ1〉 + b|ψ2〉)⊗ |φ〉 = a(|ψ1〉 ⊗ |φ〉)+ b(|ψ2〉 ⊗ |φ〉),
|ψ〉 ⊗ (a|φ1〉 + b|φ2〉) = a(|ψ〉 ⊗ |φ1〉)+ b(|ψ〉 ⊗ |φ2〉). (A.32)

(ii) [Inner product]

〈ψ1 ⊗ φ1|ψ2 ⊗ φ2〉 = 〈ψ1|ψ2〉〈φ1|φ2〉. (A.33)

The tensor product Hilbert space H12 is denoted by H12 := H1 ⊗H2 using the
same symbol ⊗ above. The reader might anticipate whether there indeed exist such
Hilbert spaces or not. Later, in this section, we show that there uniquely exists a tensor
product Hilbert space for arbitrary Hilbert spaces H1 and H2 up to isomorphism.

Notice that, the vector in H1 ⊗H2 is not only a product of the form |ψ〉⊗ |φ〉, but
in general a linear combination of them, e.g., |ψ〉 ⊗ |φ〉 + |ψ′〉 ⊗ |φ′〉. From the next

27 The condition of bilinearity is equivalent to the conditions (a) (|ψ1〉 + |ψ2〉) ⊗ |φ〉 = |ψ1〉 ⊗
|φ〉 + |ψ2〉 ⊗ |φ〉, (b) |ψ〉 ⊗ (|φ1〉 + |φ2〉) = |ψ〉 ⊗ |φ1〉 + |ψ〉 ⊗ |φ2〉, and (c) a(|ψ〉 ⊗ |φ〉) =
(a|ψ〉)⊗ |φ〉 = |ψ〉 ⊗ (a|φ〉).
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proposition, one can choose an ONB of H1 ⊗H2 which is composed of the product
forms. Therefore, the tensor product Hilbert space is linearly spanned by the product
forms.

Proposition A.13 Let {|ψi 〉}d1
i=1 and {|φ j 〉}d2

j=1 be ONBs of H1 and H2, respec-

tively. Then, {|ψi 〉 ⊗ |φ j 〉}d1
i=1

d2
j=1 is an ONB of H1 ⊗H2. In particular, H1 ⊗H2 =

span{|ψ〉 ⊗ |φ〉 | |ψ〉 ∈ H1, |φ〉 ∈ H2}.
Proof Since the dimension of H1 ⊗H2 is d1d2 from the definition of the tensor
product Hilbert space, it is enough to show that {|ψi 〉 ⊗ |φ j 〉}i, j is an orthonormal
system. This immediately follows from (A.33). Since we have orthonormal basis of
the product form, it is trivial that the vectors of the product forms span the tensor
product space. �

In the following, by using the above proposition, we show the existence and
also the uniqueness of the tensor product Hilbert space. Here, the uniqueness is
mathematically formulated as follows: let ⊗ and ⊗′ be tensor product operations
satisfying (A.32) and (A.33), and let H12 and H′

12 be d1d2-dimensional Hilbert
spaces generated by the tensor product operations ⊗ and ⊗′, respectively. Then, there
uniquely exists a unitary operator U : H12 → H′

12 such that |ψ〉⊗′ |φ〉 = U |ψ〉⊗|φ〉
for |ψ〉 ∈ H1, |φ〉 ∈ H2.

Proposition A.14 For any Hilbert spaces H1,H2, there uniquely exists a tensor
product Hilbert space H1 ⊗H2 up to unitary equivalence.

Proof To show the existence, let H12 be an arbitrary d1d2-dimensional Hilbert
space. By reordering indexes, one has an ONB of H12 of the form {|ξi j 〉}d1

i=1
d2
j=1.

Let {|ψi 〉}d1
i=1 and {|φ j 〉}d2

j=1 be arbitrary ONBs of H1 and H2, respectively. Then,
we can define the tensor product operation ⊗ by |ψ〉 = ∑

i xi |ψi 〉 ∈ H1, |φ〉 =∑
j y j |φ j 〉 ∈ H2 �→ |ψ〉 ⊗ |φ〉 := ∑

i j xi y j |ξi j 〉. From the definition, (i) bilinearity
and (ii) inner product property immediately follows. Therefore, H12 with ⊗ is indeed
a tensor product Hilbert space of H1 and H2.

Next, to show the uniqueness, let H12 and H′
12 be d1d2 Hilbert spaces with tensor

product operations ⊗ and ⊗′, respectively. By Proposition A.13, {|ψi 〉⊗|φ j 〉}d1
i=1

d2
j=1

and {|ψi 〉 ⊗′ |φ j 〉}d1
i=1

d2
j=1 are ONBs of H12 and H′

12, respectively. Now define a
unitary operator U : H12 → H′

12 by |ψi 〉 ⊗′ |φ j 〉 = U |ψi 〉 ⊗ |φ j 〉. Then, for any
|ψ〉 = ∑

i xi |ψi 〉 ∈ H1 and |φ〉 = ∑
j y j |φ j 〉 ∈ H2, it follows from bilinearity that

|ψ〉 ⊗′ |φ〉 = U |ψ〉 ⊗ |φ〉. This shows that U ′ = U⊗. �

Let us consider a vector representation with respect to an ONB of the product
forms {|ψi 〉 ⊗ |φ j 〉}i, j . To do this, first reorder the indexes of the ONB as {|ψ1〉 ⊗
|φ1〉 . . . , |ψ1〉 ⊗ |φd2〉, |ψ2〉 ⊗ |φ1〉 . . . , |ψ2〉 ⊗ |φd2〉, . . . , |ψd1〉 ⊗ |φ2〉 . . . , |ψd1〉 ⊗
|φd2〉}, and use the representation (A.4). Then, any vector of H1 ⊗H2 can be
represented as a column vector of C

d1d2 . In particular, letting (x1, . . . , xd1)
T :=

(〈ψ1|ψ〉, . . . , 〈ψd1 |ψ〉)T and (y1, . . . , yd2)
T := (〈φ1|φ〉, . . . , 〈φd2 |φ〉)T be vector
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representations of |ψ〉 ∈ H1 and |φ〉 ∈ H2, we have the vector representation of
|ψ〉 ⊗ |φ〉 as

|ψ〉 ⊗ |φ〉 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

⎛
⎜⎝

y1
...

yd2

⎞
⎟⎠

x2

⎛
⎜⎝

y1
...

yd2

⎞
⎟⎠

...

xd1

⎛
⎜⎝

y1
...

yd2

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ C
d1d2 . (A.34)

See (2.31) for the example of d1 = d2 = 2.
One can introduce the tensor product Hilbert space H1 ⊗H2 ⊗ · · · ⊗ Hn for

more than 2 Hilbert spaces H1,H2, . . .Hn in a similar manner. We denote the tensor
product Hilbert spaces for n identical Hilbert spaces H by H⊗n .

Note that by Proposition A.13 any vector of H1 ⊗H2 can be written in the form
|ψ〉 = ∑

i, j αi j |φi 〉⊗|ξ j 〉with arbitrary ONBs {|φi 〉}d1
i=1 and {|ξ j 〉}d2

j=1 of H1 and H2,
respectively. Due to the following theorem, we can choose suitable ONBs of H1 and
H2 so that any vector |ψ〉 of H1 ⊗H2 has a diagonal form |ψ〉 = ∑

i αi i |φi 〉 ⊗ |ξi 〉.
Theorem A.4 (Schmidt Decomposition) For any unit vector |ψ〉 ∈ H1 ⊗H2, there
exist pi > 0 (i = 1, . . . , l ≤ min[d1, d2]) and orthonormal systems {|ζi 〉}l

i=1 of H1

and {|η j 〉}l
j=1 of H2 such that

|ψ〉 =
l∑

i=1

√
pi |ζi 〉 ⊗ |ηi 〉. (A.35)

This is called the schmidt decomposition. l is called the schmidt rank and pi s are
called the Schmidt coefficient, which satisfy

∑l
i=1 pi = 1.

Proof Without loss of generality, let d := d1 ≤ d2. Letting {|φi 〉}d
i=1 and {|ξ j 〉}d2

j=1
be ONBs of H1 and H2, respectively, an arbitrary state |ψ〉 ∈ H1 ⊗H2 can be written
as |ψ〉 = ∑

i, j αi j |φi 〉⊗|ξ j 〉 = ∑d
i=1 |φi 〉⊗|χi 〉, where |χi 〉 := ∑d2

j=1 αi j |ξ j 〉. Note

that, since the d × d complex matrix X := (〈χi |χ j 〉)i j is a positive matrix,28 all the
eigenvalues of X are non-negative. Let

√
p1 ≤ √

p2 · · · ≤ √
pd be the eigenvalues

of X , and let l(≤ d) be the number of non-zero eigenvalues.
Let |η′j 〉 := ∑d

j=1 U ji |χi 〉, |ζk〉 := ∑d
i=1 Uik |φi 〉 ( j, k = 1, . . . , d) where

U = (Ui j )i j is the d × d unitary matrix which diagonalizes X . The choice of

28 Note that for any y = (y1, . . . , yd )
T ∈ C

d , 〈y|X y〉 = ∑
i, j y j 〈χi |χ j 〉y j = 〈∑i yiχi∑

j y jχ j 〉 ≥ 0.

http://dx.doi.org/10.1007/978-3-662-43502-1_2
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the unitary matrix U guarantees that
∑

k,l Uki XklUl j = √
piδi j , which implies

〈η′i |η′j 〉 =
√

piδi j . Hence, {|η j 〉 := 1√
pi
|η′i 〉}i=1,...,l forms an orthonormal system of

H2.
Since U is a unitary matrix, the equation

|χi 〉 =
∑

k

Uik |η′k〉 (A.36)

holds, and the set {|ζk〉}d
k=1 forms ONB of H1. Therefore, the (A.36) and the defini-

tions of |ζk〉 and |η j 〉 yield

|ψ〉 =
d∑

i=1

|φi 〉 ⊗ |χi 〉 =
l∑

k=1

Uik

d∑
i=1

|φi 〉 ⊗ |η′k〉

=
l∑

k=1

|ζk〉 ⊗ |η′k〉 =
l∑

i=1

√
pi |ζi 〉 ⊗ |ηi 〉,

which is the desired argument. It is easy to check 1 = 〈ψ|ψ〉 = ∑
i pi by using

orthonormality of |ζi 〉 and |ηi 〉. �

A.5.2 Tensor Product of Linear Operators

For linear operators A ∈ L(H1), B ∈ L(H2), we define a linear operator A ⊗ B on
H1 ⊗H2 by

(A ⊗ B)(|ψ〉 ⊗ |φ〉) := (A|ψ〉)⊗ (B|φ〉) (∀|ψ〉 ∈ H1, |φ〉 ∈ H2). (A.37)

Notice that the operation ⊗ in (A.37) is indeed the tensor product operation from
the Hilbert spaces L(H1),L(H2) to the Hilbert space L(H1 ⊗H2)with the Hilbert-
Schmidt inner product (A.28). Therefore, we have L(H1 ⊗H2) = L(H1)⊗L(H2).
In particular, all the linear operators on H1 ⊗H2 can be written by the sum of linear
operators of the form A ⊗ B (A ∈ L(H1), B ∈ L(H2)).

Exercise A.19 Show that (i)(A⊗B)(C⊗D) = AC⊗B D, (ii) (A⊗B)† = A†⊗B†.

Exercise A.20 Show that a matrix representation of A⊗B is given by the Kronecker
product:
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a11

⎛
⎜⎝

b11 · · · b1d2
... · · · ...

bd21 · · · bd2d2

⎞
⎟⎠ · · · a1d1

⎛
⎜⎝

b11 · · · b1d2
... · · · ...

bd21 · · · bd2d2

⎞
⎟⎠

... · · · ...

ad11

⎛
⎜⎝

b11 · · · b1d2
... · · · ...

bd21 · · · bd2d2

⎞
⎟⎠ · · · ad1d1

⎛
⎜⎝

b11 · · · b1d2
... · · · ...

bd21 · · · bd2d2

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where [ai j ], [bkl ] are matrix representations of A, B, respectively.

A.6 Advanced Topics for Operators

A.6.1 Polar Decomposition for Operators

In this section, we explain the polar decomposition for operators, the operator norm,
and the trace norm. For the detail of this section, see [1, 3, 4], which is a textbook
treating the details of these topics for infinite-dimensional operators as well as finite-
dimensional operators. A linear operator W : H → K is called an isometry when
the relation ||W x || = ||x || holds for any x ∈ H where the norm ||x || is defined by
||x || = 〈x, x〉1/2. Since A = B is equivalent with the relation 〈x, Ax〉 = 〈x, Bx〉 for
∀x ∈ H, we can show that

W is an isometry ⇔ ∀x ∈ H, 〈W x,W x〉 = 〈x, x〉 ⇔ W †W = IH
⇔ ∀x,∀y ∈ H, 〈W x,W y〉 = 〈x, y〉. (A.38)

Hence, an isometry can be regarded as a linear operator preserving the inner product.
Remember that W is a unitary if and only if the relations W †W = IH and W W † = IK
hold. A linear operator W is called a partial isometry when the linear operator W
restricted in (ker W )⊥ is an isometry. We also define the absolute value |A| of an
operator A as the linear operator

√
A† A. When we choose a linear operator B = |A|,

we have the relations B† B = B2 = A† A. Using these concepts, we give the polar
decomposition theorem as follows.

Theorem A.5 (Polar decomposition theorem) For a given linear operator A : H →
K, there exists a partial isometry W : H → K such that A = W |A|. In particular,
when dim H = dim K <∞, W can be taken as a unitary matrix.

In order to show the above theorem, we prove the following lemma with a more
general framework.
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Lemma A.3 Assume that the relation B† B = A† A holds for two linear operators
A : H → K1 and B : H → K2. Then, there exists an isometry W : Ran B → Ran A
such that A = W B.

Proof Due to the assumption, the relation

||Bx ||2 = 〈Bx, Bx〉 = 〈x, B† Bx〉
= 〈x, A† Ax〉 = 〈Ax, Ax〉 = ||Ax ||2 (A.39)

holds for an arbitrary vector x ∈ H. Hence, we can define the linear operator W : y =
Bx ∈ Ran B �→ z = Ax ∈ Ran A. In fact, when the vector y ∈ Ran B can be written
in two different ways as y = Bx1 = Bx2, since ||Ax1 − Ax2|| = ||A(x1 − x2)|| =
||B(x1−x2)|| = 0, we have W y = Ax1 = Ax2, and hence, the image of y is uniquely
determined. That is, W gives a map. The linearity of W is trivial from the definition.
Relation (A.39) yields the relation ker A = ker B. This relation and the definition of
W imply that A = W B. Further, Relation (A.39) guarantees that W is an isometry
form Ran B to Ran A. �

Next, we show Polar decomposition theorem. Apply the above lemma to the
case of B = |A|. There exists a partial isometry W : Ran |A| → Ran A such that
A = W |A|. We extend the domain of W such that W y = 0 for any y ∈ (Ran |A|)⊥.
Then, W is a partial isometry from H to K. That is, in order to extend the domain
of W to H = Ran |A| ⊕ (Ran |A|)⊥, it is sufficient to define the image of W for the
elements of (Ran |A|)⊥. In particular, there uniquely exists an extension of W such
that ker W = (Ran |A|)⊥.

Next, we show that we can choose the above partial isometry W as a unitary when
dim H = dim K < ∞. Since W : Ran |A| → Ran A is a partial isometry, we have
dim(Ran |A|) = dim(Ran A) < ∞. Due to the relation dim H = dim K, we can
show that dim(Ran |A|)⊥ = dim(Ran A)⊥. Now, we choose the map W such that the
orthogonal basis of (Ran |A|)⊥ is mapped to that of (Ran A)⊥. Then, W is a unitary
from H to K. Then, we obtain Theorem A.5.

A.6.2 Operator Norm

In this section, we treat the operator norm ||A|| of an operator A. We have defined the
norm ||x || := √〈x, x〉 for any element x ∈ H of a Hilbert space H as the length of
the vector x . The norm can be characterized as a function of a vector satisfying the
following conditions.

Definition A.1 A function x ∈ V �→ ||x || of a vector space V over the field K (= R

or C) is called a norm when the relations

(i) ||x || ≥ 0 (||x || = 0 ⇔ x = 0)
(ii) ||x + y|| ≤ ||x || + ||y||
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(iii) ||αx || = |α|||x ||
hold for any x, y ∈ V , α ∈ K.

Here, we should remark that there exist infinitely many norms for a given vector
space V as follows. For example, the vector space C

n has the following norms

||x ||1 =
n∑

k=1

|xk |, ||x ||2 =
(

n∑
k=1

|xk |2
) 1

2

, ||x ||∞ = max
k=1,...,n

|xk |

for any vector x = (x1, . . . , xn)
T ∈ C

n . It is easily checked that the above functions
satisfy the conditions for the norm. When a norm || · || is given on a vector space V ,
the function d(x, y) := ||x − y|| satisfies the following conditions for a distance over
the vector space V .

Definition A.2 A two-variable function (x, y) �→ d(x, y) is called a distance when
the relations

(i) (Non-negativity) d(x, y) ≥ 0, d(x, y) = 0 ⇔ x = y
(ii) (Symmetry) d(x, y) = d(y, x)

(iii) (Triangle inequality) d(x, z) ≤ d(x, y)+ d(y, z)

hold. These relations are often called the axiom of distance.

Exercise A.21 Show that the two-variable function d(x, y) := ||x − y|| satisfies the
conditions for a distance when ||x − y|| is a norm.

Now, we define the operator norm ||A|| for an operator A ∈ L(H) over the Hilbert
space H by the following.

||A|| = max
x∈H: x �=0

||Ax ||
||x || = max

x∈H: ||x ||=1
||Ax ||. (A.40)

Since ||A|| satisfies the conditions (i)∼(iii) for a norm over the vector space L(H), it
is called the operator norm. Since the operator norm ||A|| corresponds to the norm
||x ||∞ on C

n , it is often described by ||A||∞. The operator norm ||A|| can be regarded
as the maximum expansion rate of the operator A with respect to the length ||x || of
the vector x . The definition of the operator norm implies the following relation.

∀x ∈ H, ||Ax || ≤ ||A||||x ||. (A.41)

Exercise A.22 Show that the operator norm ||A|| satisfies the conditions (i)∼(iii) for
a norm.

Next, we show that the norm ||A|| coincides with the maximum singular value
of the operator A, i.e., the maximum eigenvalue of |A| = √

A† A. Since |A| is
a positive operator, we choose the eigenvalues a1 ≥ a2 ≥ · · · ≥ ad ≥ 0 and
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the corresponding eigenvectors |e1〉, |e2〉, . . . , |ed〉, where d = dim H. Due to the
eigenvalue decomposition (Corollary A.1), the relation |A| = ∑d

k=1 ak |ek〉〈ek | holds.
Since any normalized vector |x〉 (||x || = 1) is written as |x〉 = ∑d

k=1 xk |ek〉 by using
the coefficients

∑d
k=1 |xk |2 = 1, we have |A||x〉 = ∑d

k=1 ak xk |ek〉. Hence, the
relation (A.39) with the case B = |A| yields the following equation.

||Ax ||2 = |||A|x ||2 =
∑

k

a2
k |xk |2

(∑
k

|xk |2 = 1
)
. (A.42)

The maximum value of the above is ||A||2 = a2
1 , which can be attained when |x〉 =

|e1〉. Hence, ||A|| = a1, which implies that ||A|| is the maximum singular value. In
particular, when A is Hermitian, ||A|| is the maximum eigenvalue of A. A Hermitian
operator A also satisfies

||A|| = max
x∈H: x �=0

|〈x, Ax〉|
||x ||2 = max

x∈H: ||x ||=1
|〈x, Ax〉|. (A.43)

In fact, Schwartz inequality implies that

max
x∈H: ||x ||=1

|〈x, Ax〉| ≤ max
x∈H: ||x ||=1

||Ax || = ||A||. (A.44)

The equality holds when x is the eigenvector corresponding to the eigenvalue of A
whose absolute value is the maximum.

Lemma A.4 The operator norm || · || satisfies

(i) ||AB|| ≤ ||A||||B||
(ii) ||A†|| = ||A||, ||A† A|| = ||A||2

(iii) A ≥ B ≥ 0 ⇒ ||A|| ≥ ||B||.
Proof Since the relation (A.41) yields that ||ABx || ≤ ||A||||Bx || ≤ ||A||||B||||x ||, we
can show (i) as follows.

||AB|| = max
x∈H: ||x ||=1

||ABx ||
||x || ≤ ||A||||B||. (A.45)

Next, we show (ii). Since (ii) is trivial in the case of A = 0, we assume that A �= 0.
Relation (A.40) and Schwartz inequality imply that

||A||2 = max||x ||=1
〈Ax, Ax〉 = max||x ||=1

〈x, A† Ax〉
≤ max||x ||=1

||A† Ax || = ||A† A|| ≤ ||A†||||A||, (A.46)

where the final inequality follows from (i). Hence, ||A†|| ≤ ||A||. Exchanging the roles
of A andA†, we can show that ||A|| ≤ ||A†||, which implies ||A†|| = ||A||. Applying
||A†|| = ||A|| in (A.46), we can show that ||A† A|| = ||A||2.
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When A ≥ B ≥ 0 holds, A and B are Hermitian and 〈x, Ax〉 ≥ 〈x, Bx〉 ≥ 0.
Taking the maximum with respect to x ∈ H with the condition ||x || = 1, we can
show (iii) by using the relation (A.43). �

A.6.3 Trace Norm

For a given operator A ∈ L(H) on a Hilbert space H, we define ‖A‖1 := Tr |A| =
Tr

√
A† A. Since as is shown later, the function ‖ · ‖1 is also a norm on the vector

space L(H), it is called the trace norm.

Lemma A.5 The trace norm ‖A‖1 and the operator norm ||A|| satisfy

(i) Tr |A| = max
X∈L(H): ||X ||=1

|Tr X A| = max
X∈L(H): ||X ||≤1

|Tr X A|
(The maximum can be attained when X is a partial isometry.)

(ii) |Tr X A| ≤ Tr |X A| ≤ ||X ||Tr |A|
(iii) ‖ · ‖1 is a norm.
(iv) ‖A‖1 = Tr |A| = Tr |A†|
(v) ||X || = max

A∈L(H): ‖A‖1≤1
|Tr X A|.

Proof First, we show the following relation

|Tr X A| ≤ ||X ||Tr |A|. (A.47)

Let the eigenvalues of |A| = √
A† A be {ak}, and the corresponding eigenvec-

tors be {|ek〉}. Since the eigenvalue decomposition (Corollary A.1) implies |A| =∑
k ak |ek〉〈ek |, the relation (A.39) with B = |A| yields that

Tr |A| =
∑

k

ak =
∑

k

|||A|ek || =
∑

k

||Aek ||. (A.48)

Hence, the triangle inequality and Schwartz inequality imply

|Tr X A| =
∣∣∣∣
∑

k

〈ek, X Aek〉
∣∣∣∣ ≤

∑
k

|〈X†ek, Aek〉|

≤
∑

k

||X†ek ||||Aek || ≤ ||X†||
∑

k

||Aek || = ||X ||Tr |A|. (A.49)

Here, the final inequality follows from the inequality ||X†ek || ≤ ||X†||||ek || = ||X†||,
which can be derived from (A.41). The final equality follows from ||X || = ||X†||
(Lemma A.4).

Now, we show (i). We make use of the polar decomposition A = W |A|
(Theorem A.5), which implies that |A| = W † A. Since W is partial isometry and
||W || = ||W †|| = 1, the relations
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Tr |A| = |Tr W † A| ≤ max
X : ||X ||=1

|Tr X A| ≤ max
X : ||X ||≤1

|Tr X A| ≤ Tr |A| (A.50)

hold, where the final inequality follows from (A.47). The maximum can be attained
when X is a partial isometry W †.

Next, we show (ii). The first inequality can be shown as

|Tr I X A| ≤ max
Y : ||Y ||=1

|Tr Y X A| = Tr |X A|. (A.51)

Using the polar decomposition X A = W |X A| and the relation ||W †|| = 1, we can
show

Tr |X A| = |Tr W † X A| ≤ ||W †||||X ||Tr |A| = ||X ||Tr |A|, (A.52)

which implies the second inequality.
Next, we show that ‖ · ‖1 satisfies the norm condition (Definition A.1) (i)∼(iii).

The norm condition (i) “‖A‖1 ≥ 0” can be checked by (A.48). Here, the equality
‖A‖1 = 0 holds only when ||Aek || = 0 for ∀k. Since {|ek〉} is an orthonormal basis,
the equality ‖A‖1 = 0 holds only in the case A = 0. The norm condition (ii) “triangle
inequality” can be checked as follows.

‖A + B‖1 = max
X : ||X ||=1

|Tr X (A + B)|
≤ max

X : ||X ||=1
|Tr X A| + max

X : ||X ||=1
|Tr X B| = ‖A‖1 + ‖B‖1. (A.53)

The norm condition (iii) can be checked by the relations‖αA‖1 = Tr
√
(αA)†(αA) =

|α|‖A‖1. That is, we showed (iii) of Lemma A.5.
Next, we show (iv), i.e., Tr |A| = Tr |A†|. Using the polar decomposition A =

W |A|, we have |A†|2 = AA† = W |A|2W †. On the other hand, since

(W |A|W †)2 = W |A|W †W |A|W † = W |A|2W †, (A.54)

we have |A†| = (W |A|2W †)1/2 = W |A|W †. Hence,

Tr |A†| = Tr W |A|W † = Tr W †W |A| = Tr |A|. (A.55)

Finally, we show (v). The relation (A.47) yields the following inequality:

max
A∈L(H): ‖A‖1=1

|Tr X A| ≤ max
A∈L(H): ‖A‖1≤1

|Tr X A| ≤ ||X ||. (A.56)

We will give an operator A satisfying the equality in the above. Using the polar
decomposition X = W |X | of X , we choose the eigenvalues of |X | as x1 ≥ x2 ≥
· · · ≥ xd ≥ 0, (d = dim H). Then, we have the eigenvalue decomposition (Corol-
lary A.1) |X | = ∑d

k=1 xk | fk〉〈 fk |. Since ||X || is the maximum eigenvalue of |X |, we
have ||X || = x1. Here, when A = | f1〉〈 f1|W †, the relation ‖A‖1 = 1 holds. Hence,
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the equality in (A.56) can be shown as follows.

Tr X A = Tr W

( d∑
k=1

xk | fk〉〈 fk |
)(

| f1〉〈 f1|
)

W † = x1 Tr W †W | f1〉〈 f1|

= x1 Tr | f1〉〈 f1| = ||X ||. (A.57)

�
In the following, we assume that A is a positive Hermitian operator satisfying

Tr A = 1. For any projection Ei , there exist unitaries U and U ′ such that
‖(I −Ei )A‖1 = Tr(I −Ei )AU and ‖Ei A(I −Ei )‖1 = Tr Ei A(I −Ei )U ′. Hence,
applying Schwarz inequality (Theorem A.2) to the inner product Tr X† AY =: 〈X,Y 〉
on L(H), we have

‖A − Ei AEi‖1 = ‖(I −Ei )A + Ei A(I −Ei )‖1

= ‖(I −Ei )A‖1 + ‖Ei A(I −Ei )‖1 = Tr(I −Ei )AU + Tr Ei A(I −Ei )U
′

≤
√

Tr(I −Ei )A(I −Ei )Tr U † AU

+
√

Tr Ei AEi Tr U ′†(I −Ei )A(I −Ei )U ′

= √
Tr(I −Ei )A + √

Tr Ei A Tr(I −Ei )A ≤ 2
√

Tr(I −Ei )A. (A.58)

Further, when
∑

i Ei = I , we obtain

‖A −
∑

i

Ei AEi‖1 = ‖(A − Ei AEi )+
∑
j �=i

E j AE j‖1

≤‖A − Ei AEi‖ + Tr
∑
j �=i

E j AE j

≤2
√

Tr(I −Ei )A + Tr(I −Ei )A ≤ 3
√

Tr(I −Ei )A. (A.59)

In the following, we assume that A is a Hermitian operator, which is not necessarily
positive. When Ei is the projection corresponding to the eigenvalue ai of A, the
spectral decomposition is given as A = ∑

i ai Ei . Then, we define “the projector to
the positive part of A” by29

{A > 0} :=
∑

i :ai>0

Ei . (A.60)

The projection is commutative with A and satisfies 0 ≤ {A > 0} ≤ I . The projection
{A ≤ 0} is defined similarly, and satisfies {A > 0} + {A ≤ 0} = I . The positive

29 The notation is taken from [5].
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part A+ and the negative part A− of the Hermitian operator A are given as

A+ : = A{A > 0} =
∑

i : ai>0

ai Ei (A.61)

A− : = −A{A ≤ 0} =
∑

i : ai≤0

|ai |Ei . (A.62)

The above definition guarantees that A+ and A− are positive operators. Then, we
obtain the Jordan decomposition A = A+ − A−. Since A† A = A2 = ∑

i a2
i Ei , the

absolute value |A| := √
A† A satisfies

|A| =
∑

i

|ai |Ei = A+ + A− = A{A > 0} − A{A ≤ 0}. (A.63)

Hence, the trace norm of the Hermitian operator A is given as

‖A‖1 = Tr A+ + Tr A− = Tr A
({A > 0} − {A ≤ 0}). (A.64)

Here, when we define X := {A > 0} − {A ≤ 0}, we have − I ≤ X ≤ I , ||X || = 1.
Thus, the operator X attains the equality in Lemma A.5, which implies the relation

‖A‖1 = max
X : − I≤X≤I

|Tr X A| (A ∈ Lh(H)). (A.65)

The following lemma plays an important role for the trace norm distance
(Sect. 6.3.5) and the property of quantum Neyman-Pearson test (Sect. 8.2.3).

Lemma A.6 For any Hermitian operator A and any operator T satisfying 0 ≤ T ≤
I , we have

Tr A{A > 0} ≥ Tr AT . (A.66)

The equality holds when T = {A > 0}, and

Tr A+ = Tr A{A > 0} = max
T : 0≤T≤I

Tr AT . (A.67)

Proof We make use of the Jordan decomposition A = A+−A−. Since Tr A−T ≥ 0,
we have

Tr AT = Tr A+T − Tr A−T ≤ Tr A+T ≤ Tr A+ = Tr A{A > 0}.

Here the final inequality follows from Tr A+(I −T ) ≥ 0, which can be shown by
I −T ≥ 0. Since the equality holds when T = {A > 0}, we obtain (A.67). �

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_8
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A.6.4 Operator Monotone Function

In this section, we treat operator monotone functions and operator convex functions,
which are operator versions of convex functions given in Sect. A.4; for details, see
[6]. In this section, these concepts are treated as those defined for operators on a
finite-dimensional Hilbert space.

Remember a real-valued function is called a monotone function when the function
preserves the order of real numbers. A function is called an operator monotone
function when it preserves the order of operators A ≤ B ⇔ B − A ≥ 0.

Definition A.3 (Operator monotone function) A real-valued function f is called an
operator monotone function if the following condition holds. When any two operators
A and B, whose eigenvalues belong to the domain of f , satisfy A ≤ B, the relation
f (A) ≤ f (B) holds.

Now, we only give examples for operator monotone functions without proof; for
the proof, see [6]. Any operator monotone function is clearly a monotone function,
however, the converse does not hold in general.

Example A.5 (Examples of operator monotone function)

(i) f (x) = log x is an operator monotone function.
(ii) f (x) = xs (0 ≤ s ≤ 1) is an operator monotone function.

(iii) f (x) = xs (s ≥ 2) is a monotone function, but is not an operator monotone
function.

As a generalization of a convex function, we can define an operator convex
function as follows.

Definition A.4 (Operator convex function) A real-valued function f is called an
operator convex function, when any two operators A and B, whose eigenvalues
belong to the domain of f , satisfy the relation f (t A+(1−t)B) ≤ t f (A)+(1−t) f (B)
for 0 ≤ ∀t ≤ 1.

The following are examples for operator convex functions. Any operator convex
function is clearly a convex function, however, the converse does not hold in general.

Example A.6 (Examples of operator convex function)

(i) f (x) = − log x is an operator convex function.
(ii) f (x) = −xs (0 ≤ s ≤ 1) is an operator convex function.

(iii) f (x) = xs (1 ≤ s ≤ 2,−1 ≤ s ≤ 0) is an operator convex function.
(iv) f (x) = xs (s ≥ 2, s ≤ −1) is a convex function, but is not an operator convex

function.
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A.7 Vector Space Over Finite Field

Up to now, we have treated vector spaces over the real numbers R and the complex
numbers C. When a set has addition and invertible multiplication like R and C, it
is called a field. In fact, a vector space can be defined over a general field instead
of R or C. In the following, we give a precise definition of a field. That is, a set K

satisfying the following conditions is called a field.

(1) A commutative operation “addition” is defined, and relations a + b = b + a
and (a + b)+ c = a + (b + c) hold for arbitrary elements a, b, c ∈ K.

(2) There exists the unit element 0 ∈ K with respect to the addition satisfying that
a + 0 = 0 + a = a. The unit element is called zero.

(3) For an arbitrary element a ∈ K, there exists the minus element −a ∈ K satis-
fying that a + (−a) = (−a)+ a = 0.

(4) A commutative operation “multiplication” is defined, and relations ab = ba
and (ab)c = a(bc) hold for a, b, c ∈ K.

(5) There exists a unit element 1 ∈ K with respect to the multiplication satisfying
that a1 = 1a = a.

(6) For an arbitrary non-zero element a ∈ K, there exists the invertible element
a−1 ∈ K satisfying that a(a−1) = (a−1)a = 1.

(7) The distributive law holds, i.e., the relations a(b+c) = ab+ac and (a+b)c =
ac + bc hold for arbitrary elements a, b, c ∈ K.

For example, the set F2 := {0, 1} is a filed when the addition and the multiplication
are defined in the following way.
Addition The addition is defined as exclusive OR ⊕. (See Fig. 3.1 in Sect. 3.3.)
Multiplication The multiplication is defined as ∧. (See Table 3.1 in Sect. 3.3.)

Exercise A.23 Check that the set F2 is a filed under the above defined addition and
multiplication.

Hence, we have an example of a field F2 in addition to R or C. A field with
finite elements is called a finite field. The set V is called a vector space V over
the finite filed F2, when for arbitrary elements ψ,φ ∈ V and a ∈ F2, we have the
sum ψ + φ ∈ V and the scalar30 multiplication a · ψ ∈ V satisfying the following
conditions: For arbitrary elements ψ,φ, ξ ∈ V and a, b ∈ F2,

(v1) ψ + φ = φ+ ψ (commutative law),
(v2) ψ + (φ+ ξ) = (ψ + φ)+ ξ (associative law),
(v3) ∃1θ ∈ V s.t. ∀ψ ∈ V, ψ + θ = ψ (existence of zero element),
(v4) ∀ψ ∈ V , ∃1ξ ∈ V s.t. ψ + ξ = θ (existence of inverse element),
(v5) a · (b · ψ) = (ab) · ψ (associative law),
(v6) 1 · ψ = ψ,
(v7) a · (ψ + φ) = a · ψ + b · φ (distributive law 1),
(v8) (a + b) · ψ = a · ψ + b · ψ (distributive law 2).

30 An element of the finite field F2 is called scalar

http://dx.doi.org/10.1007/978-3-662-43502-1_3
http://dx.doi.org/10.1007/978-3-662-43502-1_3
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θ in (v3) is called the zero vector and is simply denoted by θ = 0. ξ in (v4) is called
the inverse vector of ψ and is denoted by −ψ. In the following, we omit the notation
“·” for the scalar multiplication. The Greek letters ψ,φ, ξ, · · · express vectors, the
letters a, b, c, x, y, z express the scalar, and the letters d, n,m, k · · · express natural
numbers.

Example A.7 Let F
d
2 be the set of column vectors

x =
⎛
⎜⎝

x1
...

xd

⎞
⎟⎠ = (x1, . . . , xd)

T ,

where xi ∈ F2. When the addition and the scalar multiplication are defined by

⎛
⎜⎝

x1
...

xd

⎞
⎟⎠ +

⎛
⎜⎝

y1
...

yd

⎞
⎟⎠ =

⎛
⎜⎝

x1 ⊕ y1
...

xd ⊕ yd

⎞
⎟⎠ , a ·

⎛
⎜⎝

x1
...

xd

⎞
⎟⎠ =

⎛
⎜⎝

a ∧ x1
...

a ∧ xd

⎞
⎟⎠ ,

the set F
d
2 is a vector space over F2.

Exercise A.24 Find the zero vector in the vector space F
d
2 . Also, find the inverse

vector for an arbitrary element ψ = (x1, . . . , xd) ∈ F
d
2 .

Then, similar to Sect. A.2, we can define the linear independence and the linear
dependence for plural elements of the vector space V . Similarly, the dimension of
the vector space is defined as the maximum number of linearly independent vectors,
and the basis is defined in the same way as in the case of vector space over R or C.

Exercise A.25 Show that the set F2 is a vector space over the finite field F2. Find
the dimension.

Exercise A.26 Let V be a vector space over the finite field F2 with dimension d.
Find the number of elements of V .

Example A.8 A subset C of F
d
2 is called a subspace of F

d
2 if C is a vector space

over F2.

Example A.9 We define the quotient space F
d
2/C for a subspace C of F

d
2 by the

following way. First, two elements x and y ∈ F
d
2 are called equivalent to each other

when x−y ∈ C . Then the subset of F
d
2 composed of elements equivalent to x is called

the equivalence class of x and is denoted by [x]. and call the subset the equivalence
class. We denote the set of equivalence class by F

d
2/C .

The scalar multiplication and the addition for the equivalence class are defined by
Scalar multiplication a[x] := [ax] (a ∈ F2)

Addition [x] + [y] := [x + y].
Then, the set F

d
2/C becomes a vector space with the above operations and is called

the quotient space.
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Exercise A.27 Assume that C be a subspace of the vector space F
d
2 over F2 with

dimension k. Find the dimension of F
d
2/C .

Exercise A.28 Under the assumption as the above exercise, show that y ∈ F
d
2

belongs to [x + y] for any x ∈ C .

Similar to Sect. A.3, for given two vector spaces V and W over F2, a map A :
V → W is called a linear operator from V to W when the map A satisfies the
following conditions (linearity):

A(aψ + bφ) = a Aψ + bAφ (∀ψ,φ ∈ V, a, b ∈ F2). (A.68)

In particular, a linear operator from F
d1
2 to F

d2
2 is given as (A.6) by using a d2 × d1

matrix with entries in F2.
Especially, the set V ∗ of linear operators from the vector space V to F2 is a vector

space over F2. The vector space V ∗ is called the dual space of V .

Exercise A.29 Let V be a vector space over the finite filed F2 with dimension d.
Find the dimension of the dual space V ∗.

For a given vector space V over the finite filed F2, a map Q : V × V → F2 is
called a bilinear form when it satisfies the following condition.
Bilinearity The maps Q(·, y) : x �→ Q(x, y) and Q(y, ·) : x �→ Q(y, x) are linear
for arbitrary y ∈ V .

Hence, the maps Q(·, y) and Q(y, ·) can be regarded as elements of the dual space
V ∗ for y ∈ V . When the sets {Q(·, y)}y∈V and {Q(y, ·)}y∈V coincide with the set
V ∗, the bilinear symmetric form Q is called non-degenerate. Otherwise, it is called
degenerate.

When the bilinear form Q satisfies the symmetry condition (the skew-symmetry
condition), it is called a bilinear symmetric form (a bilinear skew-symmetric form),
respectively.

Symmetry The relation Q(x, y) = Q(y, x) holds for arbitrary x, y ∈ V .
Skew-symmetry The relation Q(x, y) = −Q(y, x) holds for arbitrary x, y ∈ V .

When the bilinear form Q is a bilinear symmetric form or a bilinear skew-
symmetric form, Q is degenerate if and only if there exists a non-zero element
y ∈ V such that

Q(x, y) = 0, ∀x ∈ V . (A.69)

Exercise A.30 Define the inner product (s|t) := (s1 ∧ t1) ⊕ · · · ⊕ (sn ∧ tn) for
elements s = (s1, . . . sn), t = (t1, . . . tn) ∈ F

n
2. Show that the inner product is a

non-degenerate bilinear symmetric form.

Exercise A.31 Define the symplectic inner product 〈s, s′〉 := ⊕n
i=1((s

′
i ∧ ti ) ⊕

(t ′i ∧ si )) for elements s = (s, t), s′ = (s′, t′) ∈ F
2n
2 . Show that the inner product is a

non-degenerate bilinear skew-symmetric form.
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A.8 Convergence

As is explained in Chap. 6, many information quantities satisfy the addivitity. How-
ever, some of them does not satisfy it. In such a case, the following lemma plays an
important role.

Lemma A.7 If a sequence of real numbers {an}∞n=1 satisfies am+n ≥ am + an and
supn≥1

an
n <∞, then there exists limn→∞ an

n , and we have

lim
n→∞

an

n
= sup

n≥1

an

n
. (A.70)

Proof First we fix an integer m arbitrarily, and represent n by n = lm + r
(0 ≤ r < m). Then we have

an

n
= alm+r

lm + r
≥ lam

lm + r
+ ar

lm + r
(n→∞)−−−−→ am

m
, (A.71)

and hence lim infn→∞ an
n ≥ am

m holds. Since m is arbitrary, we have

lim inf
n→∞

an

n
≥ sup

m≥1

am

m
≥ lim sup

m→∞
am

m
, (A.72)

which proves the lemma. �

http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Solution for Exercises

Exercise 2.1
〈ψ|φ〉 = (1 + 2i)× (−5 − 3i)+ (2 − i)× 4 + 3 × (2 + i) = 3 + 14i .

Exercise 2.2

(i) We have A = |φ〉〈ψ| =
(

2i
3

)
(1,−i) =

(
2i 2
3 −3i

)
, |χ′〉 =

(
2i 2
3 −3i

)(
3
−i

)

=
(

4i
6

)
, and 〈ξ|χ′〉 = A|χ〉 = (1 + i)× 4i + 2 × 6 = 16 + 4i . Alternatively, (ii)

we have 〈ξ|φ〉 = (1 + i)× 2i + 2 × 3 = 8 + 2i , 〈ψ|χ〉 = 1 × 3 + i ×−i = 2, and
〈ξ|φ〉〈ψ|χ〉 = 16 + 4i .

Exercise 2.3
Under a measurement of the basis (2.16), the probability to get 0 is |〈ξ0|ψ〉|2 =
| 1√

2
(1, 1).( i√

3
,

√
2
3 )

T |2 = | i+√
2√

6
|2 = 1

2 . Thus, the probability to get 1 is 1− 1
2 = 1

2 .

(The reader should also show the direct calculation |〈ξ1|ψ〉|2 to get the same result.)
Under a measurement of the basis (2.17), the probability to get 0 is |〈η0|ψ〉|2 =
3+2

√
2

6 (� 0.97), thus the probability to get 1 is 1 − 3+2
√

2
6 = 3−2

√
2

6 (� 0.03).

Exercise 2.4
Omit.

Exercise 2.5
By the direct computation, show the condition AA†(= A† A) = I for each matrix.

Exercise 2.6

The final state is |ψ′〉 = σx |ψ〉 =
(

0 1
1 0

)(
i√
5

2√
5

)
=

(
2√
5

i√
5

)
. Therefore, the proba-

bilities to obtain 0 and 1 of the measurement of the computational basis under the
final state are |〈0|ψ′〉|2 = 4

5 and |〈1|ψ′〉|2 = 1
5 , respectively.

Exercise 2.7
Directly show (2.27) and (2.28) by using (2.22).

M. Hayashi et al., Introduction to Quantum Information Science, 305
Graduate Texts in Physics, DOI: 10.1007/978-3-662-43502-1,
© Springer-Verlag Berlin Heidelberg 2015
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http://dx.doi.org/10.1007/978-3-662-43502-1_2
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Exercise 2.8
Omit.

Exercise 2.9
Note that “inner products” between |ξi 〉 (i = 0, 1) on the right qubit and the state
|ψ〉 are given by 〈ξ0|ψ〉 = 1√

15
(|0〉〈ξ0|0〉 + 3|0〉〈ξ0|1〉 − |1〉〈ξ0|0〉 + 2|1〉〈ξ0|1〉) =

1√
30
(4|0〉 + |1〉) and 〈ξ1|ψ〉 = − 1√

30
(2|0〉 + 3|1〉), respectively. Therefore, from

(2.36), the probabilities to get outcomes i = 0, 1 are ||〈ξ0|ψ〉||2 = 17
30 and

||〈ξ1|ψ〉||2 = 13
30 . From (2.37), the post-measurement states for the outcome i = 0, 1

are 〈ξ0|ψ〉/||〈ξ0|ψ〉||⊗ |ξ0〉 = 1√
17
(4|0〉+ |1〉)⊗|ξ0〉 and 〈ξ1|ψ〉/||〈ξ1|ψ〉||⊗ |ξ1〉 =

1√
13
(2|0〉 + 3|1〉)⊗ |ξ1〉, respectively.

Exercise 3.1
f (n) = O(loglog n n) since loglog n n/n2 → ∞ as n → ∞.

Exercise 3.2
(Sketch) Let K be the total number of circuits that consist of at most 2n/2n gates.
Then, Pr f {C( f ) < 2n/2n} = K/22n

.

Exercise 3.3
See Sect. 2.3.3.

Exercise 3.4
(Sketch) Similarly to the Z-Y decomposition.

Exercise 4.1
(Sketch) The 1-bit case is done as in the hint. For general n-bit case, apply induction
on n.

Exercise 4.2
Note that the (i, j)th component of DN can be represented by 〈i |DN | j〉. (|i〉 is
identical to a column vector that has 1 in the i th coordinate and 0 in the others.) Since
|φ0〉 = ∑

x |x〉/√2n , 〈i |(−I + 2|φ0〉〈φ0|)|i〉 = −1 + 2|〈i ||φ0〉|2 = −1 + 2/2n . For
j �= i , we have 〈i |(−I + 2|φ0〉〈φ0|)| j〉 = 2(〈i ||φ0〉)(〈φ0|| j〉) = 2/2n .

Exercise 4.3
(Sketch) The analysis is quite similar to the case of a single solution.

Exercise 4.4
(Sketch) If a solution x0 is obtained by making O(

√
N ) queries, the given f has

a solution, and otherwise, we regard that f has no solution. When x0 is obtained,
the answer is correct with probability 1. If a non-solution x is obtained, f has no
solution with high probability.

Exercise 4.5
(Sketch) Verify F F† = I .

Exercise 4.6
If k is a multiple of N , we can write k = cN for some integer c. Then, we have
SN (cN ) = ∑N−1

�=0 ω�cN
N = ∑N−1

�=0 1�c = N . If k is not a multiple of N , since it holds

http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
http://dx.doi.org/10.1007/978-3-662-43502-1_2
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that (ωk
N −1)SN (k) = (ωk

N −1)(ωk(N−1)
N +ωk(N−2)

N +· · ·+ωk
N +ω0

N ) = ωk N
N −1 = 0,

and ωk
N − 1 �= 0, we have SN (k) = 0.

Exercise 5.1
By using (5.5) and the linearity of the inner product, we have 〈φ′|(|φ〉〈ψ|)ψ′〉 =
〈φ′|〈ψ|ψ′〉φ〉 = 〈ψ|ψ′〉〈φ′|φ〉.

Let |ξ〉 be an arbitrary vector. We have (|ψ〉〈φ||ψ′〉〈φ′|)|ξ〉 = |ψ〉〈φ|(|ψ′〉〈φ′||ξ〉)
= |ψ〉〈φ|(〈φ′|ξ〉|ψ′〉) = 〈φ′|ξ〉(|ψ〉〈φ||ψ′〉) = 〈φ′|ξ〉〈φ|ψ′〉|ψ〉 = 〈φ|ψ′〉〈φ′|ξ〉|ψ〉
= (〈φ|ψ′〉|ψ〉〈φ′|)|ξ〉, which shows (5.7). (Alternatively, by using the notion of the
bra and combining 〈φ| and |ψ〉 first, (5.7) immediately follows.)

Exercise 5.2
We have to show both the positivity 〈ψ|Paψ〉 ≥ 0 and the normalization

condition
∑

a∈σ(A)〈ψ|Paψ〉 = 1. By using the conditions of the projection oper-

ator, i.e., Pa = P†
a = P2

a , the positivity follows as 〈ψ|Paψ〉 = 〈ψ|P2
a ψ〉

= 〈P†
a ψ|Paψ〉 = ||Paψ||2 ≥ 0. The normalization condition follows as

∑
a〈ψ|Paψ〉

= 〈ψ|(∑a Pa)ψ〉 = 〈ψ| I ψ〉 = ||ψ||2 = 1 by the completeness condition∑
Pa = I .

Exercise 5.3
Solve the eigenvalue equations: det(λ I −A) = 0 for A = σx ,σy,σz .

Exercise 5.4
By the definition (A.24) of the trace, we have Tr(A|ψ〉〈φ|) = ∑

i 〈φi |(A|ψ〉〈φ|)φi 〉 =∑
i 〈φi |Aψ〉〈φ|φi 〉 = ∑

i 〈φ|φi 〉〈φi |Aψ〉 = 〈φ|(∑i |φi 〉〈φi |)Aψ〉 = 〈φ| I Aψ〉 =
〈φ|Aψ〉 where {|φi 〉} is an ONB of H.

Exercise 5.5
The density operator corresponding to s1 is ρ1 = 1

2 |0〉〈0| + 1
2 |1〉〈1| = 1

2 I where
we have used the completeness condition |0〉〈0| + |1〉〈1| = I . In the same way, the
density operator of s2 is ρ2 = 1

2 |+〉〈+| + 1
2 |−〉〈−| = 1

2 I .

Exercise 5.6
By the eigenvalue decompositionσx = |+〉〈+|−|−〉〈−| and the Born rule (5.35), the

probability to get 1 is Tr ρ|+〉〈+| = 〈+|ρ|+〉 = ( 1√
2
, 1√

2
)

( 1
2 − 1

6− 1
6

1
2

)(
1√
2

1√
2

)
=

1/3. Therefore, the probability to get −1 is 1 − 1/3 = 2/3. (Of course, one can
compute Tr ρ|−〉〈−| to get the same answer.)

Exercise 5.7
Let ρ = ∑d

i=1 pi |φi 〉〈φi | be an eigenvalue decomposition of ρ. Using the Schwarz
inequality |〈ψ|φi 〉| ≤ ||ψ||||φi || = 1, we have 〈ψ|ρψ〉 = ∑

i pi |〈ψ|φi 〉|2 ≤∑
i pi = 1.

Exercise 5.8
Let ρ = ∑d

i=1 pi |φi 〉〈φi | be an eigenvalue decomposition of ρ. We have Tr(ρ2) =∑
k〈φk |(∑d

i=1 pi |φi 〉〈φi |)2|φk〉 = ∑
i p2

i by using 〈φi |φ j 〉 = δi j . Since pi ≤ 1, we

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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obtain Tr(ρ2) = ∑
i p2

i ≤ ∑
i pi = 1. The upper bound is achieved if and only if ρ

is pure as is already shown in Proposition 4.6-(c).
The Schwarz inequality between d dimensional vectors a := (1/d, . . . , 1/d)T

and p := (p1, . . . , pd)
T reads |∑i

1
d pi |2 ≤ (

∑
i

1
d

2
)(
∑

i p2
i ). Since

∑
i pi = 1,

we obtain 1
d ≤ ∑

i p2
i = Tr(ρ2). To see the equality condition of the lower bound of

(5.43), one can use the equality condition of Schwarz inequality implying that a and
p are linearly dependent. However, by

∑
i pi = 1, we have p = a. Therefore, we

have shown that the lower bound is achieved if and only if the state is the completely
mixed state ρ = ∑d

i=1
1
d |φi 〉〈φi | = 1

d I .

Exercise 5.9
Let the characteristic equation of 2 × 2 matrix A be det(λ I −A) = λ2 − c1λ +
c0 = (λ − λ1)(λ − λ2) where λ1 and λ2 are eigenvalues of A. Using λ1 + λ2 =
c1,λ1λ2 = c2, it is easy to see that λ1 ≥ 0,λ2 ≥ 0 if and only if c1 ≥ 0, c2 ≥ 0.
By direct computations of det(λ I −A), we have c1 = a11 + a22 = Tr A and c0 =
a11a22 − a12a21 = (Tr A)2 − Tr(A2). This completes the proof.

Exercise 5.10
(1) Let C = ∑

j A j ⊗ B j and fix arbitrary |ψ〉, |φ〉 ∈ HS. By (5.49), we have
〈ψ|TrE Cφ〉 = 〈ψ|(∑ j Tr B j )A jφ〉 = ∑

j (
∑

k〈ek |B j ek〉)〈ψ|A jφ〉 = ∑
k〈ψ ⊗

ek |(∑ j A j ⊗B j )φ⊗ek〉 = ∑
k〈ψ⊗ek |C |φ⊗ek〉. On the other hand, if we define the

partial trace by (5.50), we have 〈ψ|(TrE C)φ〉 := ∑
k〈ψ⊗ek |(∑ j A j⊗B j )|φ⊗ek〉 =

〈ψ|(∑ j (Tr B j )A)φ〉, and thus obtain (5.49). Notice that we also observed here that
the definition (5.49) is independent of the decompositions of C = ∑

j A j ⊗ B j .
(2) Let C = ∑

j A j ⊗ B j . We have Tr(A(TrE C)) = Tr(A((
∑

j Tr B j )A j )) =
Tr(A ⊗ IE(

∑
j A j ⊗ B j )) = Tr(A ⊗ IE C).

(3) By using (5.50) and the positivity condition for C , 〈ψ|TrE Cψ〉 = ∑
k〈ψ ⊗

ek |C |ψ ⊗ ek〉 ≥ 0 for any |ψ〉 ∈ HS.
(4) By using (5.50), we have 〈ψ|(TrE(αC1+βC2))φ〉 = ∑

k〈ψ⊗ek |(αC1+βC2)φ⊗
ek〉 = α

∑
k〈ψ ⊗ ek |C1φ ⊗ ek〉 + β

∑
k〈ψ ⊗ ek |C2φ ⊗ ek〉 = α〈ψ|TrE C1φ〉 +

β〈ψ|TrE C2φ〉 = 〈ψ|(αTrE C1 + β TrE C2)φ〉 for any |ψ〉 and |φ〉.
Exercise 5.11
The density operator of the total system is ρ = |ψ〉〈ψ| = 1

2 (|00〉 + |11〉)(〈00| +
〈11|) = 1

2 |0〉〈0| ⊗ |0〉〈0| + 1
2 |0〉〈1| ⊗ |0〉〈1| + 1

2 |1〉〈0| ⊗ |1〉〈0| + 1
2 |1〉〈1| ⊗ |1〉〈1|.

By (5.49), one has ρS = TrE ρ = 1
2 (TrE |0〉〈0|)|0〉〈0| + 1

2 (TrE |0〉〈1|)|0〉〈1| +
1
2 (TrE |1〉〈0|)|1〉〈0| + 1

2 (TrE |1〉〈1|)|1〉〈1| = 1
2 |0〉〈0| + 1

2 |1〉〈1| = 1
2 IS.

Exercise 5.12
Let P = |+〉〈+| and Q = |0〉〈0|. Under a state ρ, the probability to get an outcome
1 of the measurement M is given by

Pr(M = 1|ρ) = 1

2
Pr(σx = 1|ρ)+ 1

2
Pr(σz = 1|ρ) = 1

2
Tr Pρ+ 1

2
Tr Qρ = Tr Eρ,

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_5
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where E = 1
2 (P + Q). It is easily shown that E is not a projection operator. (Notice,

however, that 0 ≤ E ≤ I .) Thus, the measurement M cannot be described by any
single Hermitian operator.

Exercise 5.13
By definitions of E1, E2 and E3, we have E1 ≥ 0, E2 ≥ 0 and

∑
i Ei = I . To show

the positivity of E3, it is enough to check that eigenvalues of E3 are all non-negative
since E3 is Hermitian. Noting that |+〉 = 1√

2
(|0〉 + |1〉), the matrix representation

of E3 with respect to the basis {|0〉, |1〉} reads

(
0.4 −0.2
−0.2 0.8

)
, which has the eigen-

values 0.6 ± 0.2
√

2 ≥ 0. (Alternatively, one can just check the coefficients of the
characteristic equation of E3 to be non-negative. (See Exercise 5.9).

Exercise 5.14
Let L(H)+ and L(H)h be the set of all positive and Hermitian operators on H,
respectively. We construct the linear extension of f by first extending it to L(H)+,
and next to L(H)h , and finally to L(H).

Notice that any positive operator A ∈ L(H)+ can be uniquely expressed as
A = aρ with non-negative a := Tr A ≥ 0 and the density operator ρ := A/a
(except for the case A = 0 where one does not have to define ρ). Using this, we have
the unique extension f ′ to L(H)+ by f ′(A) := a f (ρ) (∀A = aρ ∈ L(H)+). From
the affine property of f , it is easy to see (p1) f ′(A + B) = f ′(A)+ f ′(B) and (p2)
f ′(a A) = a f ′(A) (∀A, B ∈ L(H)+, a ≥ 0).

Next, notice that any Hermitian operator A ∈ L(H)h can be expressed as A =
B − C with two positive operators B,C ∈ L(H)+. (For instance, with the spectral
decomposition A = ∑

a a Pa , let B := ∑
a;a≥0 a Pa and C := −∑

a;a<0 a Pa .)
Thus, we have an extension f ′′ to L(H)h by f ′′(A) := f ′(B) − f ′(C) (∀A =
B−C ∈ L(H)h). For the well-definedness, it is necessary to show that the definition
of f ′′ is independent of the ways of the decomposition A = B − C . However,
this can be directly shown by using (p1). Moreover, we have the conditions: (l1)
f ′′(A + B) = f ′′(A) + f ′′(B) from (p1) and (l2) f ′′(a A) = a f ′′(A) (∀A, B ∈
Y, a ∈ R) from (p2). Finally, observe that any linear operator A ∈ L(H) has the
unique decomposition A = AR + i AI with Hermitian operators AR := (A + A†)/2
and AI := (A − A†)/(2i). Therefore, we have the unique extension f̃ to L(H) by
f̃ (A) := f ′′(AR)+ i f ′′(AI ). From (l1) and (l2), it is easy to see that f̃ satisfies the
linearity condition.

From the above proof, we have also observed that any operator A ∈ L(H) can
be expressed as A = AR + i AI = (A+ − A−) + i(B+ − B−) = p0ρ0 − p2ρ2 +
i p1ρ1 − i p3ρ3 = ∑3

k=0 i k pkρk with non-negative numbers p0, p1, p2, p3 and den-
sity operators ρ0, ρ1, ρ2, ρ3. Hence, with this expression A = ∑3

k=0 i k pkρk , the
linear extension of f to L(H) is given by f̃ (A) = ∑3

k=0 i k pk f (ρk).

Exercise 5.15
Let W⊥ be the orthogonal complement of W . Let {|φi 〉}m

i=1 and {|φi 〉}d
i=m+1 be ONBs

of W and W⊥, respectively, and let |φ′
i 〉 := U |φi 〉 (i = 1, . . . ,m). Since the inner

product is preserved on W , {|φ′
i 〉}m

i=1 forms an orthonormal system of H. Therefore,
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one can complement an orthonormal system so that {|φ′
i 〉}d

i=1 is an ONB of H. If we
define a linear operator U ′ on H by U ′|φi 〉 = |φ′

i 〉 (i = 1, . . . , d), U ′ is obviously a
linear extension of U which is unitary.

Exercise 5.16
Notice that P⊥ := I −P is a projection operator which satisfies P P⊥ = 0. For any
|ψ〉 ∈ H, we have ||F1/2 P⊥|ψ〉||2 = 〈P⊥ψ|F P⊥ψ〉 ≤ 〈P⊥ψ|P P⊥ψ〉 = 0, where
in the second inequality we have used F ≤ P . Thus, we have F1/2 P⊥ = 0, from
which we obtain F(I −P) = 0. Therefore, we have F P = F = F† = (F P)† =
P F .

Exercise 5.17
(i) The linearity of � easily follows. Observe that TrAB�(A) = TrAB A ⊗ σ =
TrA A TrB σ = TrA A. Therefore, � is a trace preserving map. By noting that the
tensor product of positive operators is positive, it is easy to show that� is a completely
positive map.
(ii) The linearity and the trace preserving property follows immediately. With an ONB
{|ek〉}k of HA, define linear operators Vk : HAB → HB by Vk |ψ〉 = |φk〉 (∀|ψ〉 =∑

k |ek ⊗ φk〉). As is easily seen, we have V †
k |φ〉 = |ek ⊗ φ〉 (|φ〉 ∈ HB). In the

following, we show that
TrA C =

∑
k

VkCV †
k , (B.1)

which implies that � is a completely positive map by Theorem 5.4-(iv). To show
(B.1), it is enough to consider C of the form C = |ξ〉〈χ| with arbitrary |ξ〉 =∑

k |ek ⊗ ξk〉, |χ〉 = ∑
k |ek ⊗ χk〉 ∈ HAB. By the definition of Vk , we have∑

k Vk |ξ〉〈χ|V †
k = ∑

k |Vkξ〉〈Vkχ| = ∑
k |ξk〉〈χk |. Thus, for any |ψ〉, |φ〉 ∈ HB,

we have 〈ψ|(∑k VkCV †
k )φ〉 = ∑

k〈ψ|ξk〉〈χk |φ〉. On the other hand, by (5.50),
we have 〈ψ|(TrA C)φ〉 = ∑

k〈ek ⊗ ψ|Cek ⊗ φ〉 = ∑
k〈ek ⊗ ψ|ξ〉〈χ|ek ⊗ φ〉 =∑

k〈ψ|ξk〉〈χk |φ〉. Therefore, we have shown that (B.1) holds for any C = |ξ〉〈χ|.
Exercise 6.1
A direct calculation yields

h′(p) = − 1

loge 2

{
loge p + 1 − loge(1 − p)− 1

}

= − 1

loge 2

{
loge p − loge(1 − p)

}
,

h′′(p) = − 1

loge 2

(
1

p
+ 1

1 − p

)
= − 1

loge 2
· 1

p(1 − p)
.

Thus we have h′′(p) < 0 (0 < p < 1), and the concavity of h(p) follows
from Proposition A.12. Noting that h′( 1

2 ) = 0, h( 1
2 ) = 1, lim p↘0 h′(p) = ∞,

lim p↗1 h′(p) = −∞, and h(0) = h(1) = 0, we can verify the shape of Fig. 6.1.

http://dx.doi.org/10.1007/978-3-662-43502-1_5
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Exercise 6.2
Using − log 1

21 = 1, − log 1
22 = 2, and − log 1

23 = 3, we have 1
2 + 2

4 + 3
8 + 3

8 = 7
4 .

Exercise 6.3
�log2 M bits are required, where �x is the ceiling function defined in Sect. 3.2.

Exercise 6.4
(1) Since Z is a non-negative random variable, we have

E[Z ] =
∑
z≥0

z PZ (z) =
∑

z: z>a

z PZ (z)+
∑

z: 0≤z≤a

z PZ (z) ≥
∑

z: z>a

z PZ (z)

= a Pr{Z > a}.

Dividing both sides by a > 0 gives Markov’s inequality.
(2) Since ε > 0, we have |X − μ| > ε ⇔ (X − μ)2 > ε2. Thus using Markov’s
inequality, we obtain Chebyshev’s inequality:

Pr{|X − μ| > ε} = Pr{(X − μ)2 > ε2} ≤ E[(X − μ)2]
ε2 = V [X ]

ε2 .

(3) The expectation of Sn is given by E[Sn] = 1
n

∑n
i=1 E[Xi ] = μ. The variance is

calculated as

V [Sn] =E
[
(Sn − μ)2

]
= E

⎡
⎣
{

1

n

n∑
i=1

(Xi − μ)

}2
⎤
⎦

= 1

n2

∑
i, j

E
[
(Xi − μ)(X j − μ)

]
.

Using E
[
(Xi − μ)(X j − μ)

] = 0 (i �= j), we have V [Sn] = 1
n2

∑
i E

[
(Xi − μ)2

]
= 1

n E
[
(X1 − μ)2

] = V [X1]
n . Hence Chebyshev’s inequality leads to

Pr

{∣∣∣∣∣
1

n

n∑
i=1

Xi − E[X1]
∣∣∣∣∣ > ε

}
≤ V [Sn]

ε2 = V [X1]
nε2 → 0 (n → ∞).

Exercise 6.5
(1) Let N (a|xn) be the number of occurrences of the symbol a in xn = (x1, x2, . . . ,

xn). Then the type (empirical distribution) is given by Pxn (a) = N (a|xn)
n . Note that the

arithemtic mean of a function f (x) is written as 1
n

∑n
i=1 f (xi ) = 1

n

∑
a∈X N (a|xn)

f (a) = ∑
a∈X Pxn (a) f (a), which equals the expectation by the type. Taking

f (x) = − log P(x) yields the assertion.
(2) For any xn ∈ Bn,ε we have PXn (xn) �= 0, and the triangle inequality yield

http://dx.doi.org/10.1007/978-3-662-43502-1_3
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∣∣∣∣−1

n
log PXn (xn)− H(P)

∣∣∣∣ =
∣∣∣∣∣∣

∑
a∈X : P(a) �=0

(Pxn (a)− P(a))(− log P(a))

∣∣∣∣∣∣
≤

∑
a∈X : P(a) �=0

|Pxn (a)− P(a)| · M ≤
∑

a∈X : P(a) �=0

P(a)ε · M ≤ Mε.

Exercise 6.6
(1) The assertion follows from PXY (x, y) = PX (x)PY |X (y|x).
(2) It follows from

∑
y PXY (x, y) = PX (x) that

−
∑

x

∑
y

PXY (x, y) log PX (x) = −
∑

x

log PX (x)PX (x).

Combining this equality and (1), we can show the chain rule.

Exercise 6.7
Taking the expectation of log

PX1Y1 (x,y)
PX2Y2 (x,y)

= log
PX1 (x)
PX2 (x)

+ log
PY1 (y)
PY2 (y)

by the probability

distribution PX1Y1(x, y) yields the additivity.

Exercise 6.8
Taking the expectation by PXY (x, y) on the both sides of

log
PXY (x, y)

PX (x)PY (y)
= {− log PX (x)} + {− log PY (y)} − {− log PXY (x, y)}

gives (6.26). In the same way, taking the expectation of log PXY (x,y)
PX (x)PY (y)

= {− log PX

(x)} − {− log PX |Y (x |y)} leads to (6.27). It is also possible to show (6.27) by using
(6.26) and the chain rule (6.7).

Exercise 6.9
From (6.26), we have I (X; Y ) = H(X) + H(Y ) − H(X,Y ). In the same way,
I (X; Z |Y ) = H(X |Y )+ H(Z |Y )− H(X, Z |Y ) follows. Thus we have

I (X; Y )+ I (X; Z |Y )
= H(X)+ H(Y )− H(X,Y )+ H(X |Y )+ H(Z |Y )− H(X, Z |Y )
= H(X)+ H(Y )− H(X,Y )+ {H(X,Y )− H(Y )}
+ {H(Y, Z)− H(Y )} − {H(X,Y, Z)− H(Y )}

= H(X)+ H(Y, Z)− H(X,Y, Z) = I (X; Y Z).

Exercise 6.10
We choose the random variable X̂ as the constant x , i.e., X̂ = x holds with probability
1. Using Fano inequality (6.42), we obtain (6.45) because Pe = 1 − P(X = x) and
H(X |X̂) = H(X).

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Exercise 6.11
Using (6.46), we can show the unitary invariance:

D(UρU †||UσU †) = Tr
[
UρU †

{
log(UρU †)− log(UσU †)

}]

= Tr
[
UρU †

{
U (log ρ)U † − U (logσ)U †

}]

= Tr
[
ρU †

{
U (log ρ)U † − U (logσ)U †

}
U

]
= D(ρ||σ).

The additivity is shown as follows:

D(ρA ⊗ ρB ||σA ⊗ σB) = Tr(ρA ⊗ ρB) {log(ρA ⊗ ρB)− log(σA ⊗ σB)}
= Tr(ρA ⊗ ρB) {log ρA ⊗ IB + IA ⊗ log ρB − logσA ⊗ IB − IA ⊗ logσB}
= Tr(ρA ⊗ ρB) {(log ρA − logσA)⊗ IB}
+ Tr(ρA ⊗ ρB) {IA ⊗(log ρB − logσB)}

= D(ρA||σA)+ D(ρB ||σB).

Exercise 6.12
(1) Let U = −P + (I −P). Then U is a unitary transformation and 1

2 (ρ+UρU ) =
PρP + (I − P)ρ(I − P) holds. Thus the concavity of the von Neumann entropy
yields the assertion.
(2) Applying (1) inductively gives to the assertion.

Exercise 6.13
(1) Let W be a partial isometry. From Appendix (A.38), W †W acts as the identity on
(Ker W )⊥. Thus W †W is the projection onto the subspace (Ker W )⊥, from which
W W †W = W follows. Conversely, suppose that W W †W = W holds. Multiplying
the both sides by W † from the left, we have (W †W )2 = W †W . Thus W †W is the
projection onto the subspace (Ker W )⊥, and hence, W is a partial isometry.
(2) Taking the Hermitian conjugate of the both sides, we have W W †W = W ⇔
W †W W † = W †. Hence the assertion follows from (1).
(3) The assertion follows from W W †W = W ⇔ W T W T †W T = W T .

Exercise 6.14
By (6.103) we have ||√ρV − √

σW ||2 = ||√ρ − √
σW V †||2. If V and W vary

within the set of unitary operators, U = W V † also varies in the whole set of unitary
operators. Hence we have B(ρ,σ) = minU ||√ρ − √

σU ||2. We show that B(ρ,σ)
satisfies the axiom of the distance. The positivity B(ρ,σ) ≥ 0 obviously holds. If
B(ρ,σ) = 0, then there exist unitary operators V and W such that

√
ρV = √

σW ,
from which ρ = (

√
ρV )(

√
ρV )† = (

√
σW )(

√
σW )† = σ holds. The symmetry

property is obvious by definition. We show the triangle inequality. From the triangle
inequality of 2-norms, we have ||√ρV − √

σW ||2 = ||√ρV − τ + τ − √
σW ||2 ≤

||√ρV − τ || + ||τ − √
σW ||2. Minimizing the both sides with respect to V and W

leads to the assersion.

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_6
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Exercise 6.15
The assertion obviously follows from Lemma 6.10 and Lemma 6.11.

Exercise 6.16
(1) 1 − F(ρ,σ)2 = (1 + F(ρ,σ))(1 − F(ρ,σ)) ≤ 2(1 − F(ρ,σ)).
(2) The assertion follows from (1), Lemma 6.13, and (6.102).

Exercise 7.1
Let |�〉 ≡ |φ+〉. The four Bell bases are written as |�i 〉 = (Ui ⊗ I )|�〉 using unitary
operators Ui ’s. Let σ be a mixed state on X, and |�iXA〉 be a post measurement state
after the Bell state measurement on A and X (for the outcome i). The state of B then
becomes

σ′
B = 〈ΨiXA|(U †

i ⊗ IA ⊗ IB) (σX ⊗ |ΨAB〉〈ΨAB|) (Ui ⊗ IA ⊗ IB)|ΨiXA〉
= 〈ΨXA|(U †

i σX ⊗ IA ⊗ IB)|ΨAB〉〈ΨAB|(Ui ⊗ IA ⊗ IB)|ΨXA〉
= 〈ΨXA|(IX ⊗σT

AŪi ⊗ IB)|ΨAB〉〈ΨAB|(IX ⊗U T
i ⊗ IB)|ΨXA〉

= 〈ΨXA|(IX ⊗ IA ⊗U †
i σB)|ΨAB〉〈ΨAB|(IX ⊗ IA ⊗Ui )|ΨXA〉

= trXA(IX ⊗ IA ⊗U †
i σB)|ΨAB〉〈ΨAB|(IX ⊗ IA ⊗Ui )|ΨXA〉〈ΨXA|

= 1

2
trA(IA ⊗U †

i σB)|ΨAB〉〈ΨAB|(IA ⊗Ui ) = 1

4
U †

i σBUi ,

where (7.4) was used in the third and fourth equality. As a result, Uiσ
′
BU †

i ∝ σB
and hence a mixed state on the qubit X is teleported to the qubit B. For a
state σYX that is entangled with Y, in the same way as above, we have σ′

YB =
1
4 (IY ⊗U †

i )σYB(IY ⊗Ui ).

Exercise 7.2

Letting εi ≡
i−1∑
k=0

2Jk and δi ≡ log2(d
l − εi )−$log2(d

l − εi )%, we have 0 < εi < dl ,

0 ≤ δi < 1, and

1

l

e∑
i=0

2Ji

dl
Ji =

e∑
i=0

2Ji

dl

1

l
[log2(d

l − εi )− δi ] →
e∑

i=0

2Ji

dl

1

l
log2(d

l − εi )

=
e∑

i=0

2Ji

dl
[log2 d + 1

l
log2(1 − εi

dl
)]

=
e∑

i=0

[2Ji

dl
log2 d + 1

l
2−δi (1 − εi

dl
) log2(1 − εi

dl
)]

→
e∑

i=0

2Ji

dl
log2 d = log2 d.

http://dx.doi.org/10.1007/978-3-662-43502-1_6
http://dx.doi.org/10.1007/978-3-662-43502-1_7
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Exercise 7.3
The stochastic conversion of |ψ〉 → |φ〉 by A’s local filtering is possible if and only
if there exists an operator A such that

(A ⊗ I )|ψ〉〈ψ|(A† ⊗ I ) = p|φ〉〈φ|, (B.2)

where p > 0 is the normalization. The probability of success is then equal to p,
because tr(A ⊗ I )|ψ〉〈ψ|(A† ⊗ I ) = p. Moreover, since {A† A, I −A† A} must con-
struct a POVM, I −A† A ≥ 0 must hold (the POVM element of I −A† A corresponds
to the event that a qubit does not pass through a filter). Let us denote the matrix ele-
ments of A by Ai j . Taking the expected value on the both sides of (B.2) with respect
to |ψ±〉 = 1√

2
(|01〉±|10〉), we have A01 = A10 = 0. Moreover, taking the expected

value with respect to |φ−〉 = 1√
2
(|00〉 − |11〉), we have

√
1/6A00 = √

1/3A11.

From this and I −A† A ≥ 0, we have |A00|2 ≤ 1 and |A11|2 ≤ 1/2. Finally,
taking the expected value on the both sides of (B.2) with respect to |φ〉, we have
p = |√1/6A00 + √

1/3A11|2 = (4/3)|A11|2 ≤ 2/3.

Exercise 7.4
Let |ψ〉 be a pure state on three qubits A, B, and C. When rank(σA) = 1, it is
found by considering the Schmidt decomposition for the grouping of A:BC that |ψ〉
must have the form of |ψ〉 = | f 〉A ⊗ |φ〉BC . Moreover, considering the Schmidt
decomposition of |φ〉BC , rank(σB) = rank(σC) must hold, and hence rank(σB) = 1
and rank(σC) = 2 do not hold simultaneously.

Exercise 7.5

Tr X TA =
∑

i j

〈i j |X TA |i j〉 =
∑

i j

〈i j |X |i j〉 = Tr X,

Tr X TA Y TA =
∑
i jkl

〈i j |X TA |kl〉〈kl|Y TA |i j〉 =
∑
i jkl

〈k j |X |il〉〈il|Y |k j〉 = Tr XY.

Exercise 7.6
Let 〈i |Y1| j〉 = Y1;i j , 〈mn|X |op〉 = Xmnop, and so on. We then have

〈i j |{(Y1 ⊗ Y2)X (Y3 ⊗ Y4)}TA |kl〉 = 〈k j |(Y1 ⊗ Y2)X (Y3 ⊗ Y4)|il〉
=

∑
mnop

Y1;kmY2; jn XmnopY3;oi Y4;pl =
∑

mnop

Y1;kmY2; jn X TA
onmpY3;oi Y4;pl

=
∑

mnop

Y T
3;ioY2; jn X TA

onmpY T
1;mkY4;pl = 〈i j |(Y T

3 ⊗ Y2)X
TA(Y T

1 ⊗ Y4)|kl〉.

Moreover, to change the basis to which a partial transposition is applied, let us
apply the local unitary transformation of (U ⊗ V ) to σ and then apply the partial
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transposition to it. Since {(U ⊗ V )σ(U † ⊗ V †)}TA = (Ū ⊗ V )σTA(U T ⊗ V ), it is
found that the eigenvalues of {(U ⊗ V )σ(U † ⊗ V †)}TA are equal to the eigenvalues
of σTA , regardless of (U ⊗ V ).

Exercise 7.7
Denoting the Schmidt decomposition of a bipartite pure state by |ψ〉 = ∑

i
√

qi |i i〉,
we have

(|ψ〉〈ψ|)TA =
∑

i j

√
qi q j (|i i〉〈 j j |)TA =

∑
i j

√
qi q j | j i〉〈i j |

=
∑

i

qi |i i〉〈i i | +
∑
i �= j

√
qi q j | j i〉〈i j |

=
∑

i

qi |i i〉〈i i | +
∑
i< j

√
qi q j (|ψ+

i j 〉〈ψ+
i j | − |ψ−

i j 〉〈ψ−
i j |),

where |ψ±
i j 〉 ≡ (|i j〉 ± | j i〉)/√2. Since {|i i〉, |ψ+

i j 〉, |ψ−
i j 〉} are mutually orthogonal

with each other, they are the eigenstates of (|ψ〉〈ψ|)TA . The corresponding eigenval-
ues are {qi ,

√
qi q j ,−√

qi q j }. When |ψ〉 is entangled, at least two of qi are not zero.
Denoting those by q0 and q1, we have −√

q0q1 < 0 and hence (|ψ〉〈ψ|)TA has at
least one negative eigenvalue.

Exercise 7.8
Since an unentangled state σ satisfies σTA ≥ 0 and Tr σTA = 1 due to the Peres
criterion, σTA is considered to be a density operator of a certain state. Moreover,
putting qi = 1/d in the result of Exercise 7.7, it is found that the maximal7 eigenvalue
of (|�〉〈�|)TA is 1/d. Since the averaged value of (|�〉〈�|)TA with respect to a state
is always less than or equal to the maximal eigenvalue,

〈�|σ|�〉 = Tr σ|�〉〈�| = Tr σTA(|�〉〈�|)TA ≤ 1

d
.

Exercise 7.9
Since ρTA ≥ 0 for any unentangled state ρ, we have

Tr ρW = Tr ρ(|μ〉〈μ|)TA = Tr ρTA |μ〉〈μ| = 〈μ|ρTA |μ〉 ≥ 0,

and hence the expected value of W with respect to any unentangled state is non-
negative. On the other hand, since

Tr σW = Tr σ(|μ〉〈μ|)TA = Tr σTA |μ〉〈μ| = 〈μ|σTA |μ〉 = μ < 0,

W is an entanglement witness. Moreover, if |μ〉 is assumed to be unentangled, we
have (|μ〉〈μ|)TA ≥ 0 (see Exercise 7.7), which contradicts to Tr σ(|μ〉〈μ|)TA < 0.
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Exercise 7.10
Considering U such that U |m0〉 = −|m0〉, the matrix elements of A other than
|mn〉〈mn|, |mn〉〈nm|, and |mm〉〈nn| are equal to zero. Moreover, considering U
such that U |m0〉 = i |m0〉, the matrix elements of |mn〉〈nm| (m �= n) are equal to
zero. Moreover, considering U such that it exchanges |m0〉 and |m1〉, it is found, for
example, that the coefficients of |mn〉〈mn| (m �= n) are all equal to each other, and
so on, and A must have the form of

A = x
∑
m �=n

|mn〉〈mn| + y
∑
m �=n

|mm〉〈nn| + z
∑

m

|mm〉〈mm|,

with x , y, and z being real parameters. Now, considering U such that U |m〉 =
(|m〉 + |n〉)/√2 and U |n〉 = (|m〉 − |n〉)/√2 in the two-dimensional subspace
spanned by |m〉 and |n〉, (U ⊗ Ū ) transforms as

x |mn〉〈mn| + y|mm〉〈nn| + z|mm〉〈mm| + (m ↔ n)

→ 1

2
(x + y + z)|mm〉〈mm| + 1

2
(−x + y + z)|mm〉〈nn|

+1

2
(x − y + z)|mn〉〈mn| + 1

2
(−x − y + z)|mn〉〈nm| + (m ↔ n),

and hence z = x + y must hold. Namely,

A = x
∑
m �=n

|mn〉〈mn| + y
∑
m �=n

|mm〉〈nn| + (x + y)
∑

m

|mm〉〈mm|

= x
∑
mn

|mn〉〈mn| + y
∑
mn

|mm〉〈nn| = x(I ⊗ I )+ yd|�〉〈�|,

and hence A must be written in the form of a sum of a unit operator (I ⊗ I ) and a
maximally entangled state |�〉 = (1/

√
d)

∑
m |mm〉. It is obvious from (7.4) that A

in this form is invariant under the unitary transformation of (U ⊗ Ū ) for any U .

Exercise 7.11
It is confirmed by calculating each element that ATσy A = (det A)σy for any operator
A on C

2. From (7.4), when |ψ〉 is a maximally entangled state on C
2⊗C

2, it is written
as |ψ〉 = (U ⊗ I )|φ+〉, where U is a unitary operator and |φ+〉 ≡ (|00〉+ |11〉)/√2.
Since

|ψ̃〉 = (σy ⊗ σy)(U ⊗ I )|φ+〉 = (σyŪ ⊗ σy)|φ+〉 = −(σyŪσy ⊗ I )|φ+〉
= −(σyŪσyU † ⊗ I )|ψ〉 = −(det U †)|ψ〉,

we have |〈ψ|ψ̃〉| = 1. When |ψ〉 is unentangled, it is written as |ψ〉 = (U ⊗ V )|00〉
and hence

http://dx.doi.org/10.1007/978-3-662-43502-1_7
http://dx.doi.org/10.1007/978-3-662-43502-1_7
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|ψ̃〉 = (σyŪ ⊗ σy V̄ )|00〉 = (UU †σyŪ ⊗ V V †σy V̄ )|00〉
= (det Ū det V̄ )(Uσy ⊗ Vσy)|00〉 = −(det Ū det V̄ )(U ⊗ V )|11〉.

Since (U ⊗ V )|00〉 and (U ⊗ V )|11〉 are orthogonal, we have |〈ψ|ψ̃〉| = 0.

Exercise 7.12
According to Exercise 7.11, we have |ψ̃〉 = −√

p|11〉 − √
1 − p|00〉 and 〈ψ|ψ̃〉 =

−2
√

p(1 − p). Since
√
|ψ〉〈ψ|ψ̃〉〈ψ̃|ψ〉〈ψ| = 2

√
p(1 − p)|ψ〉〈ψ| and l0 − l1 −

l2 − l3 = 2
√

p(1 − p) ≥ 0, we have C = 2
√

p(1 − p). Moreover, since σ̃ =
F |EPR〉〈EPR| + (1 − F)(I ⊗ I −|EPR〉〈EPR|)/3 = σ, we have

√√
σσ̃

√
σ = σ.

Then, l0 − l1 − l2 − l3 = (1− F)/3−2(1− F)/3− F = −(1+2F)/3 for F < 1/4,
and l0 − l1 − l2 − l3 = F − 3(1 − F)/3 = 2F − 1 for 1/4 ≤ F . Therefore, C = 0
for 0 ≤ F ≤ 1/2, and C = 2F − 1 for F > 1/2.

Exercise 7.13
According to Exercise 7.7, since the eigenvalues of (|ψ〉〈ψ|)TA are {qi ,

√
qi q j ,

−√
qi q j }, the eigenvalues of |(|ψ〉〈ψ|)TA | are {qi ,

√
qi q j ,

√
qi q j }. Therefore,

Tr |(|ψ〉〈ψ|)TA | =
∑

i

qi + 2
∑
i< j

√
qi q j =

∑
i j

√
qi q j =

(∑
i

√
qi

)2

,

and hence log2 Tr |(|ψ〉〈ψ|)TA | = 2 log2(
∑

i
√

qi ). Since qi = 1/d for a maxi-
mally entangled state |�〉 on two d-dimensional systems, log2 Tr |(|�〉〈�|)TA | =
2 log2(d/

√
d) = log2 d.

Exercise 8.1

The eigenvalues and the eigenvectors of A − B = 1
2

(
b2 −ab

−ab −b2

)
are, respectively,

λ1 = b
2 , (a, b − 1)T and λ2 = − b

2 , (a, b + 1)T . Hence the projection to the positive

part is given by S = 1
a2+(b−1)2

(
a b − 1

) ( a
b − 1

)
= 1

2

(
1 + b −a
−a 1 − b

)
.

Exercise 8.2

Y = 1
4

(
2 − b(b + 1) ab

ab b(b − 1)

)
. Since (0, 1)Y (0, 1)T = 1

4 b(b − 1) < 0 (0 < b <

1), Y is not non-negative. The Beysian error is given by Tr Y = 1−b
2 . Note that it

is better than the test that chose either of the hypotheses with probability 1
2 without

any measurement.

Exercise 8.3
Since

∥∥√A −√
B
∥∥2

2 = Tr A + Tr B − 2 Tr
√

A
√

B, we have

(6.109)⇔ ∥∥√A − √
B
∥∥2

2 ≤ ‖A − B‖1

⇔ Tr(A + B)− Tr |A − B| ≤ 2 Tr
√

A
√

B
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The last inequality is a special case of (8.17) (s = 1/2) [7, 8].

Exercise 8.4
By the way to construct G and B, we have ei ≥ m for any i ∈ B, and hence,∑
i

P(i)ei = ∑
i∈G

P(i)ei + ∑
i∈B

P(i)ei ≥ P(B)m. Thus we have m ≤
∑

i P(i)ei
P(B) ≤

ε
P(B) .

Exercise 8.5
Fix a classical-quantum channel W and consider the formula I (P; W ) = H(WP )−∑

x P(x)H(Wx ). Since the correspondence P �→ WP = ∑
x P(x)Wx is linear with

respect to P and the von Neumann entropy is concave, the first term is a concave
functional of P . It is obvious that the second term is linear with respect to P . Thus
I (P; W ) is concave with respect to P . Fix a probability P and consider the formula
I (P; W ) = ∑

x P(x)D(Wx ||WP ). Given two classical-quantum channels W1 :
x �→ W1,x and W2 : x �→ W2,x , let Wt,x = tW1,x + (1 − t)W2,x with a real number
0 ≤ t ≤ 1. Since Wt,P = tW1,P + (1 − t)W2,P , the joint convexity of the quantum
relative entropy yields

I (P; Wt ) =
∑

x

P(x)D(Wt,x ||Wt,P )

≤
∑

x

P(x)
{
t D(W1,x ||W1,P )+ (1 − t)D(W2,x ||W2,P )

}

= (1 − t)I (P; W1)+ (1 − t)I (P; W2).

Thus I (P; WP ) is convex with respect to W .

Exercise 8.6
Since we have

∑
x

P(x)D(Wx ||τ )−
∑

x

P(x)D(Wx ||WP )

=
∑

x

P(x)Tr Wx (log WP − log τ )

=Tr WP (log WP − log τ ) = D(WP ||τ ) ≥ 0,

the inequality I (P; W ) ≤ ∑
x P(x)D(Wx ||τ ) holds with the equality if and only if

τ = WP . Hence we have I (P; W ) = min
τ∈S(H)

∑
x P(x)D(Wx ||τ ).

Exercise 8.7
For a fixed τ , f (P, τ ) = ∑

x P(x)D(Wx ||τ ) is linear and especially concave with
respect to P . For a fixed P , f (P, τ ) is convex with respect to τ due to the joint
convexity of the quantum relative entropy. Hence we have

http://dx.doi.org/10.1007/978-3-662-43502-1_8
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max
P∈P(X )

I (P; W ) = max
P∈P(X )

min
τ∈S(H)

∑
x

P(x)D(Wx ||τ )

= min
τ∈S(H)

max
P∈P(X )

∑
x

P(x)D(Wx ||τ )

= min
τ∈S(H)

max
x∈X

D(Wx ||τ ).

In the last equality, we used the fact that the maximization with respect to the prob-
ability P is attained by the delta measure concentrated on the point x where the
maximum of D(Wx ||τ ) occurs.

Exercise 9.1
When 1/2 > p ≥ 0, the map JML is given by (9.1). When 1 ≥ p > 1/2, it is given
by

JML({(0, 0, 0), (1, 1, 1)}) = (1, 1, 1), JML({(1, 0, 0), (0, 1, 1)}) = (0, 1, 1),

JML({(0, 1, 0), (1, 0, 1)}) = (1, 0, 1), JML({(0, 0, 1), (1, 1, 0)}) = (1, 1, 0).

When p = 1/2, the map JML is maximum likelihood decoder, whatever JML is.

Exercise 9.2
(1 − p)3 + 3p(1 − p)2.

Exercise 9.3
The image of the minimum distance decoder is given as an element having minimum
number of 1 among the equivalent class. The image of the minimum distance
decoders for the equivalent classes, [(0, 0, 0, 0, 0, 0, 0)T ], [(0, 0, 0, 0, 1, 0, 0)T ],
[(0, 0, 0, 0, 0, 1, 0)T ], and [(0, 0, 0, 0, 0, 0, 1)T ] are given by (0, 0, 0, 0, 0, 0, 0)T ,
(0, 0, 0, 0, 1, 0, 0)T , (0, 0, 0, 0, 0, 1, 0)T , and (0, 0, 0, 0, 0, 0, 1)T , respectively. On
the other hand, the equivalent classes [(0, 0, 0, 0, 1, 1, 0)T ], [(0, 0, 0, 0, 1, 0, 1)T ],
[(0, 0, 0, 0, 1, 0, 1)T ], [(0, 0, 0, 0, 0, 1, 1)T ], and [(0, 0, 0, 0, 1, 1, 1)T ] uniquely
contain bit sequences (1, 0, 0, 0, 0, 0, 0)T , (0, 0, 1, 0, 0, 0, 0)T , (0, 1, 0, 0, 0, 0, 0)T ,
and (0, 0, 0, 1, 0, 0, 0)T including 1 at once, respectively. Hence, the bit sequences
is the image of the minimum distance decoders, respectively. Therefore, since the
set {J ([Xn])}[Xn ]∈F

7
2/CH,1

contains all of bit sequences including 1 at most once, any
one bit error can be corrected.

Exercise 9.4
(1 − p)7 + 7p(1 − p)6.

Exercise 9.5
Since all of column vectors of H2 are given as linear combinations of column vectors
of H1, the code space CH,1 contains the code space CH,2.

Exercise 9.6
Due to the preceding discussions, it is sufficient to show that arbitrary two row vectors
of the generating matrix H2 of CH,2 are linearly independent. This fact can be easily
shown from the definition of H2.

http://dx.doi.org/10.1007/978-3-662-43502-1_9
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Exercise 9.7
When the 3×3 matrix given from the three row vectors is not surjective, the three bits
have information concerning [X ]N . That is, it is sufficient to choose three linearly
dependent row vectors. All of such three row vectors are the following 7 cases.
(1,2,3), (1,5,6), (2,6,7), (3,5,7), (1,4,7), (2,4,5), (3,4,6).

Exercise 9.8
Due to the preceding discussion, it is sufficient to show that any three row vectors of
the generating matrix H1 of CH,1 are linearly independent. This fact can be checked
by the definition of H1.

Exercise 9.9
Due to the preceding discussion, it is sufficient to show that any three row vectors of
the generating matrix H4 of CH,4 are linearly independent. This fact can be checked
by the definition of H4.

Exercise 9.10
Since all of column vectors of the matrix H1 are orthogonal to all of column vectors
of the matrix H2, we obtain CH,1 ⊂ C'

H,2. Because both dimensions of CH,1 and

C'
H,2 are 4, CH,1 = C'

H,2.

Exercise 9.11
First, we see that

∑
x 2−n(−1)(t−t′)·x = 0 for t �= t′ and

∑
x 2−n(−1)(t−t)·x = 1.

Hence,

(�E(ρmix))

=
∑

x

2−n
∑

s

P(n)1 (s)
∑
t,t′

√
P(n)2|1 (t|s)

√
P(n)2|1 (t′|s)(−1)(t−t′)·x|(s, t)〉〈(s, t′)|

=
∑

s

P(n)1 (s)
∑

t

√
P(n)2|1 (t|s)

√
P(n)2|1 (t|s)|(s, t)〉〈(s, t)|

=
∑
s,t

P(n)1 (s, t)|(s, t)〉〈(s, t)|.

Thus, we obtain (9.39).

Exercise A.1
Properties (v6) and (v8) imply that |ψ〉 = (1 + 0) · |ψ〉 = |ψ〉 + 0 · |ψ〉. Adding
−|ψ〉 in the both side, we obtain 0 = 0 + 0 · |ψ〉 = 0 · |ψ〉. Property (v8) yields that
|ψ〉 +−1 · |ψ〉 = (1 − 1) · |ψ〉 = 0. Due to Property (v4) (Uniqueness of the inverse
element), we obtain −1 · |ψ〉 = −|ψ〉.
Exercise A.2
Let {|ψi 〉}d

i=1 be a basis of the vector space V . When the relation
∑d

i=1 ai |ψi 〉 =∑d
i=1 a′

i |ψi 〉 holds, we have
∑d

i=1(ai − a′
i )|ψi 〉 = 0. Since all of basis are linearly

independent of each other, the relation ai − a′
i = 0 holds for all i .

http://dx.doi.org/10.1007/978-3-662-43502-1_9
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Exercise A.3
Assume that there does not exists a vector linearly independent of {|ψi 〉}n

i=1. Then,
we see that the set {|ψi 〉}n

i=1 is complete in V . This contradicts the footnote 6 of
Appendix A. Repeating the same discussion, we can choose d − n vectors linearly
independent of other d − n − 1 vectors and {|ψi 〉}n

i=1.

Exercise A.4
The relation (A.1) guarantees that the linear independence and the completeness of
the set {|ei 〉}d

i=1.

Exercise A.5
Taking the inner product between |ψ j 〉 and the both sides of |ψ〉 = ∑

i ai |ψi 〉, we
obtain a j = 〈ψ j |ψ〉.
Exercise A.6
Using the discussion in Exercise A.3, we make a basis of V . Then, applying Gram-
Schmidt orthogonalization, we obtain an ONB of V .

Exercise A.7
[⇒]: When |ψi 〉 is an ONB of H, we have 〈ψi |ξ − χ〉 = 0 ∀i . Due to Exercise A.5,
we have |ξ〉 − |χ〉 = ∑

i 0|ψi 〉 = 0.
[⇐]: Trivial.

Exercise A.8
It is immediate that (A.9) and (A.10) satisfy (v1)-(v8). (In particular, zero vector and
the inverse vector of A are given by the zero operator and −1 · A.) Let {|ψi 〉}d1

i=1 and

{|φi 〉}d2
i=1 be bases of V1 and V2. Define d1d2 linear operators Ai j ∈ L(V1, V2) (i =

1, . . . , d1, j = 1, . . . , d2) by Ai j |ψk〉 = δ jk |φi 〉 (k = 1, . . . , d1). Then, we can show
that {Ai j }i, j forms a basis of the vector space L(V1.V2). (Show this fact.) Hence,
L(V1.V2) is a d1d2-dimensional vector space.

Exercise A.9
Properties (i), (ii) and (iii) can be checked by straightforward calculations.

Property (iv) can be shown as follows. Since 〈φ|ABψ〉 = 〈A†φ|Bψ〉 = 〈B† A†φ|ψ〉,
(A.13) implies that (AB)† = B† A†.

Exercise A.10
Since the relation 〈(|ψ〉〈φ|)ξ|η〉 = 〈〈φ|ξ〉ψ|η〉 = 〈φ|ξ〉〈ψ|η〉 = 〈ξ|〈ψ|η〉φ〉 =
〈ξ|(|φ〉〈ψ|)η〉 holds for an arbitrary element |ξ〉, |η〉 ∈ H, (A.13) guarantees that
|ψ〉〈φ| = |φ〉〈ψ|†.

Exercise A.11
(i) Since A|ψ〉 = a|ψ〉, we have 0 = ||(A − a I )ψ||2 = 〈(A − a I )ψ|(A − a I )ψ〉 =
〈ψ|(A−a I )†(A−a I )ψ〉 = 〈ψ|(A†−a I )(A−a I )ψ〉 = 〈ψ|(A−a I )(A†−a I )ψ〉 =
〈(A† − a I )ψ|(A† − a I )ψ〉 = ||(A† − a I )ψ||2, where the fifth equation follows
from the relation AA† = A† A. Hence, we obtain A†|ψ〉 = a|ψ〉.
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(ii) We choose two eigenvectors |ψa〉 and |ψb〉 satisfying that A|ψa〉 = a|ψa〉,
A|ψb〉 = b|ψb〉 (a �= b, |ψa〉, |ψb〉 �= 0). Property (i) implies that a〈ψb|ψa〉 =
〈ψb|aψa〉 = 〈ψb|Aψa〉 = 〈A†ψb|ψa〉 = 〈bψb|aψa〉 = b〈ψb|ψa〉. Since (a −
b)〈ψa |ψb〉 = 0 (a �= b), we obtain 〈ψa |ψb〉 = 0.

Exercise A.12
Define a linear operator U by the relation |ψi 〉 = U |φi 〉 (See footnote 16 in
Appendix A.3.1). By observing that 〈φi |iφ j 〉 = δi j = 〈ψi |ψ j 〉 = 〈Uφi |Uφ j 〉 =
〈φi |U †Uφ j 〉, one has the unitarity condition UU † = I .

Exercise A.13
For any |ψ〉 ∈ H, we have 〈ψ|B† Bψ〉 = 〈Bψ|Bψ〉 ≥ 0.

Exercise A.14
The desired argument can be shown from Exercise A.5.

Exercise A.15
Assume that the dimensions of W1 and W2 are n and l. We choose their ONBs
{|φi 〉}n

i=1 and {|φi 〉n+l
i=n+1}. Then, we have P1 = ∑n

i=1 |φi 〉〈φi |, P2 = ∑n+l
i=n+1 |φi 〉〈φi |.

Since {|φi 〉}n+l
i=1 is a normalized orthogonal system, we obtain W1 ⊕ W2 = span

{|φi 〉}n+l
i=1. Hence, the projection operator onto W1 ⊕W2 is

∑n+l
i=1 |φi 〉〈φi | = P1 + P2.

Exercise A.16
For a Hermitian operator A, we choose an eigenvalue a and the corresponding eigen-
vector |ψ〉. Hence, A|ψ〉 = a|ψ〉 (|ψ〉 �= 0), which implies a〈ψ|ψ〉 = 〈ψ|Aψ〉 =
〈A†ψ|ψ〉 = 〈Aψ|ψ〉 = 〈aψ|ψ〉 = a〈ψ|ψ〉. Thus, a = a.

For a unitary operator U , we choose an eigenvalue u and the corresponding eigen-
vector |ψ〉. Hence, U |ψ〉 = u|ψ〉 (|ψ〉 �= 0), which implies |u|2〈ψ|ψ〉 = 〈uψ|uψ〉 =
〈Uψ|Uψ〉 = 〈ψ|U †Uψ〉 = 〈ψ|ψ〉. Thus, we obtain |u| = 1.

For a positive operator B, we choose an eigenvalue b and the corresponding
eigenvector |ψ〉. We have B|ψ〉 = b|ψ〉 (|ψ〉 �= 0). Hence, b〈ψ|ψ〉 = 〈ψ|Bψ〉 ≥ 0.
Thus, b ≥ 0.

For a projection operator P , we choose an eigenvalue p and the corresponding
eigenvector |ψ〉. We have P|ψ〉 = p|ψ〉 (|ψ〉 �= 0). Hence, p〈ψ|ψ〉 = 〈ψ|Pψ〉 =
〈ψ|P2ψ〉 = p2〈ψ|ψ〉. Thus p2 = p ⇔ p = 0, 1.

Exercise A.17
Assume that A is a Hermitian operator on a d-dimensional vector space. Since a
Hermitian operator A has at most d eigenvalues, the function fa(x) := �b∈σ(A)(x −
b)/�a �=b∈σ(A)(a − b) is a polynomial. Since the relation fa(b) = δab (b ∈ σ(A))
holds, we obtain fa(A) = ∑

b∈σ(A) fa(b)Pb = Pa .
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Exercise A.18
Taking a trace over A = ∑

i ai |φi 〉〈φi |, which is an eigenvalue-decomposition of A,
we have Tr A = ∑

i ai Tr(|φi 〉〈φi |) = ∑
i ai .

Exercise A.19
Tr(A|ψ〉〈φ|) = ∑

i 〈φi |(A|ψ〉〈φ|)φi 〉 = ∑
i 〈φ|φi 〉〈φi |Aψ〉 = 〈φ|(∑i |φi 〉〈φi |)

Aψ〉 = 〈φ|Aψ〉.
Exercise A.20
The matrix representation given in this exercise can be obtained by considering the
matrix representation based on the basis used in the vector representation (A.34).

Exercise A.21
The condition (i) of a norm implies the condition (i) of a distance. The condition
(ii) of a norm implies the condition (ii) of a distance. The condition (iii) of a norm
implies the condition (iii) of a distance.

Exercise A.22
(i) ||A|| ≥ 0 is trivial. When ||A|| = 0, (A.41) guarantees the relations ||Ax || ≤
||A||||x || = 0 for any x �= 0. Since Ax = 0 holds for ∀x ∈ H, we have A = 0.
(ii) ||A + B|| = maxx �=0

||(A+B)x ||
||x || ≤ maxx �=0

||Ax ||
||x || + maxx �=0

||Bx ||
||x || = ||A|| + ||B||.

(iii) The relation ||αA|| = |α|||A|| is trivial.

Exercise A.23
The unit element with respect to addition in F2 is 0. The unit element with respect
to multiplication in F2 is 1. Hence, we can find that F2 satisfies the conditions of a
field.

Exercise A.24
The zero vector of F

d
2 is (0, . . . , 0)T . Since ψ + ψ = (x1 ⊕ x1, . . . , xd ⊕ xd)

T =
(0, . . . , 0)T , the inverse vector of ψ is ψ.

Exercise A.25
The set F2 is a one-dimensional vector space over the finite field F2.

Exercise A.26
2d

Exercise A.27
d − k

Exercise A.28
Since (x + y)− y = x ∈ C , y belongs to [x + y].



Appendix B: Solution for Exercises 325

Exercise A.29
d

Exercise A.30
It is sufficient to show that for any non-zero vector s ∈ F

n
2, there exists a vector

t ∈ F
n
2 such that (s|t) is not 0. The vector s has one non-zero component at least.

Assume that the j th component of s is not zero. We choose the vector t such that
the j th component of t is 1 and the other component of t is 0. Hence, the vector t
satisfies the above requirement.

Exercise A.31
It is sufficient to show that for any non-zero vector (s ∈ F

2n
2 , there exists a vector

(s′ ∈ F
2n
2 such that 〈(s,(s′〉 is not 0. The vector (s has one non-zero component at least.

Assume that the j th component of (s is not zero. When j > n, we choose the vector (s′
such that the j − nth component of (s′ is 1 and the other component of (s′ is 0. Hence,
the vector (s′ satisfies the above requirement. When j ≤ n, we choose the vector (s′
such that the j + nth component of (s′ is 1 and the other component of (s′ is 0. Hence,
the vector (s′ satisfies the above requirement.
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